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ABSTRACT

Obscuration in AGN is a crucial component to understanding the observed spectrum of
the X-ray Background. We tested numerous AGN selection techniquesay, Xnidinfrared,
and optical to test for multiwaength correlations and to help establish selection criteria for
obscured AGN. With AGN sources dominating backgroungysources, we selected medium
depth archival Chandra observations covering 5.8 diesky and generating a large sample of
serendipious Xray sources (>10,000). The mimfrared component came from archiggitzer
data, with ~3%00 sources being detected in at least two IRAC bands,488 ih all 4 bands.
For the optical component, greater than 70% of the Chandra observationadcafatl toverage
within the SDSS Data Release 7, yielding,300 optical counterparts and 125 spectra. In
analyzing the sample, we have identified the parameter spaces irrdlygnid-infrared/optical
that are optimized for containing members of theietuslass of obscured AGN, and provide a
candidate list. We crossheck our Xray number counts and source densities with contributions
to the Xray background, and finithat we resolve approximately @of the X-ray Background
in the 0.58.0keV range Testing populations divided on-Kay hardness and flebevel confirms
that the unresolved hard-pay background will be dominated by large populations of

increasingly fainteandharcer sources.
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1. INTRODUCTION

Current understanding attributes much of the observed radiation in the umhoverse
accretion processesspecially invery distant sourcedo efficiently generate the amount of
observecenergythe process ahass accretion is proposed to occur arduladk holegdefined
asextremelymassive, compact objegt©n the scale ch galaxythe total energy @duction is
thought to be dominated by a supermassive black(Mde 10° Ms ). Although black holes are
thought to exist in practically every galaxy, Active Galactic Nuclei (AGNs) are an obvious set of
candidates for studying accretion processes.
A. Active Galactic Nuclei

A diversity of AGN classes exists, accommodating both the contrasting spectral features
and luminosities in their spectral energy distributions. Under unification scenarios, the AGN
varieties are explained through various orientation effesfaiting to the lin®f-sight between
observer and central accretion source. A broad division based on the optical is made between
unobscured (typ4) and obscured (typ2) sources. Analogous to this optical dichotomy, a
division based on Xay emissioralso is made separating unabsorbed and absorbed sources.
Historically, the optically unobscured and thea§ unabsorbed AGN were identified first in
their respective regimes due to the fact that their nuclear emission wasantabportion of
the galx y éngsission. The spectral signatures also were distinct from their host galaxy
contributions. Optically obscured andrdy absorbed AGN, on the other hand, were postulated

based on both unification scenarios anday background modeling. These AGN shlibabnsist



of equally powerful accretion onto supermassive black holes, yet will have large amounts of gas
and dust blocking the linef-sight to the central region of activity.
B. The X-ray Background

Foralmost 50years, astronomers have been seekirfgrtberunderstand the Xay
background (XRB) In 1962,Giacconi, Gursky, Paolini, and Rossi serendipitously discowered
directionindependent Xay signal usingarocketb or n experi ment intended
X-raysignature Although lunar Xrays wee not detectedhe discovery of the XRB and the first
X-ray source outside the solystem, Scorpius (Sco)-X, wereinvaluable achievements.
Ironically in 1991, Schmitt et al. showed how observations of the Moorray¥, made by the
Rontgen satellit¢ROSAT), revealedhe cosmic origin (at least extsalar) of the XRB. This
result wademonstratetty showingtheMoondés dar k side was fainter
background levels of the fieldf-view. In the late 1970s, the High Energy Astrophysics
Ob=ervatory (HEAQ1) satellite made early spectral measurements of the XRB, which was
found to peak around 3@V (seeFigurel) with the lower energies being fit very well by a
simple powetlaw, having an index tthe photon spectruml.4 (Marshall et al., 1980).

A diffuse intergalactic medium (IGM) was proposed, at firsthasmost likelyorigin for
the XRB (Cowsik & Kobetich, 1972; Field & Perrenod, 1977), whereas the contributions from
discrete sources, thougbkaowledged, were given lesgsificance. However, by the mid
1980s, the individual source contributions (especially of Active Galactic NUAEIN) began to
be given greater significance (Schmidt & Green, 1986). AathdableAGN X-ray spectra
were inceasing in number, their global contributions could be removed from the overall XRB,

which left a residuagnergyspectrum that was too fland required higher energy-réys than



thehypothesized IGM models. In their review article, Fabian and Barco82) tiscussed the
incompatibilities of the XRB coming from the emission of an optietiip medium (i.e., the
IGM), and stated that the simplest interpretation of the data was that the XRB was due to a
Anewod cl ass of s agreeswal with whattheysuron@anizedlalbost the n
current state of Xay astronomy, which thegharacterizedh the Introduction as currently

lacking enough angular resolution and sensitivity to identify all of the XRB sources.
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Figure 1. The X-ray Background Spectrum

The figure shows the spectrum of the Xay background, as measured by numerous
satellites over the years. The peak rolbver is at ~30 keV, which is a much harder energy
than the average unobscured AGNbeaks thus implying the exisence of another class of
source with large contributions at increasing energy. This figure comes from the
Cambridge University Astronomy website (wwwxray.ast.cam.ac.uk).

In recent years, the XRB has fallen under more intense scrutiny because the agtoundin
achievement s o f-raN@bSeAatery (CXOn whdch iacrexsed detection
sensitivity by 20 féd and spatial resolution some eidbld over any previous mission. Today

much effort is being made to resolve the XRB into discrete source contnutibich has been
3



more successful at energies beloke®, while less complete at the higher energies (Caccianiga
et al., 2004; Treister & Urry, 2005). Worsley et al. (2006) stated that only ~60% of the XRB has
been resolved in the 8eV range, and ~50%t energies > 8eV. Most of the discrete sources

have been identified as AGMRowever, the peak of the XRB spectrum is at a much higher
energy than seen in the spectrum of the first, historigadéintified class of AGN, which

typically have a photon indeof ~1.7 (Fabian & Barcons, 1992; Marshall et al., 1980). This
spectrum declines more steeply om t he | o we rraygdownrtigough théirégber t 0 )
ener gy (-rayh than theé gpectium of the XRBue to this discrepancy between the hard
(higher energy) peak of the XRB and the soft (lower energy) peak of the known AGN,
observations were sought to determine the dominant, discrete source producing such an effect.
Ensuing observations have shown a class of highly obscured AGN, which havefti¢irap
component almost entirely absorbed by some enshrouding material, leaving a dominant hard X
ray component. This more recniliscoverecclass of AGN offers a very real solution for the
hardness problem of the XRB. Subsequently, X&XBN models havéeen develogdin an

effort toaccount foithese two general types of observedMdGthat is, the unobscured, soft X

ray excess (typd) AGN and the obscured, haxdray excess (typ) AGN. These XRB

synthesis models endeavor to explain the observed gpetitrough various mixtures of

obscured and unobscured, based on the unified scheme, which is illusti@tpda? (c.f.,

Antonucci, 1993; Urry & Padovani, 199Brandt & Hasinger, 20Q3\enkova Sirocky,Nikutta,

| v e & Elitzyr, 2008. Previous seminal works by Comastri et al. (1995, 2001), Gilli et al.
(2001, 2007), and Ueda et al. (2003) outlined a framework within the standard@sl by

which the XRB could possibly be reproduced. Each of these work®huthe observational



constraints available in order to match AGN population estimates to theoretical contributions in
the XRB. In filling a niche between past surveys, such as the shallow ROS8kA$urvey
(RASS) and the deep, perbitam Chandra DedFields (CDFNorth and-South), we are

seeking to further the observational constraints on the standardmdgaldl from which the XRB

contributions can be correlated more precisely.
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Figure 2. Unified Model of AGN

This figure demanstrates the theoretical model of AGN unification, where the observed
differences are due primarily to the various orientations of viewing agle. This figure
comes fromZier & Biermann (2002)

C. Project Strategy

Following two lines of evidence for the exist® of obscured AGN: (1) the implications
of the unified scenario and (2) constraints from XRB analysis, we can discuss how many
obscured AGN might exist. The number of obscured AGN, or rather the ratio of obscured to
unobscured, is important in understargdthe cosmic energy budget and investigating the

interplay between galaxy hosts and their supermassive black holes.



In testing the standard unification model, there are numerous questions that are in need of
addressing. Though AGN commonly are discusgitd a clear distinction between types, the
demarcation between these types is not quite as clear. Multivavelength analyses of AGN across
the typespectrum, with more intense scrutiny on those falling between the standard types, will
help to clarify the pissical differences that are producing the observational distinctions.

The traditionally accessible surveys in optical and sefayX(E< 2 keV) are severely
biased toward typ& (unobscured) AGN where host light is dominated by the nucleus. Two pass
bandsthat minimize the biases for obscuration in AGN are the hadd [@:=V) X-ray and mid
infrared. These complementary bands expose both the direct emissianagsf?om the central
engine (proposed accretion from the supermassive black hole) and th&nanidd emission
(restframea~2¢ m) domi nated by emission from the dus
Eckart et al., 2010). Though these bands minimize biases, they still suffer from incomplete
selection. For example, fractions ofrdy selected and idtIR selected AGN go undetected (or
at least unidentified by selection methods) in observations of the other range. Similarly, between
X-ray selected and optically selected AGN there are fractions edetmttions when viewing
the opposite band. Steidatl al. (2002) describe optically selected AGN that are undetected in
deep Xrays, while Comastri et al. (2002) describes so called XBON@ayBright Optically
Normal Galaxies) selected inpays but unidentified in optical spectra.

In view of the abov@roblems, weeompiled a moderatdepth Xray based sampler
this projectwith greater than 5.6 dégf sky coverage. Using this sample, we began a search for
nontargeted (serendipitous) AGN within the fields of the selected, archived observatioss. Lis

of candidate sources were generated, using a tailored data reductiorepdestribed below in



Section2.B Within the candidate lists, the majority of the sources do not have the number of
counts necessary to be considespdctralquality, yet are of great use statistically for their
positional data, fluxes, hardness ratios, and column dehgjjyectimation. The ability to gather
spectralquality data is governed by the exposure length and observed luminosities of the
saurces. Thus as we discussed, the sample parameters were chosen in order to maximize the
effectiveness of such a survey.

As their name suggests, active galaxies show activity through thawy Xignature,
which is thought to yieldlistinctionsin their flux ratios, Xray-to-infrared (f/fi;) and Xray-to-
optical (f/f,) rom normal, inactive galaxie€ombining the Xray with infrared and optical
data, relationships among therXy selected candidates are examined based on the photometric
properties. AGN hee also been found to occupy particular regions of IR esparce (de Grijp,
Miley, Lub, & de Jong, 1985). Using techniques that have been employed previously with both
2MASS (Leipski et al., 2005) and Spitzer (Lacy et al., 2004; Stern et al., 2005)vdata,
performed analyses of IR colors to testa¢ and IR relationships for our source candidates.
Making use of the complementary aspects between tay dnd infrared, Barmby et al. (2006)
and Polletta et al. (2006)scussed the identification and detaration of AGN, specifically
highlighting the capabilities of Chandra and Spitzer. Further within the AGN sample, trends in IR
emission relative to Xay absorption help to characterize the state of the obscuring material.

Our project sought to constrainchextend results of prior surveys in this area of study.
With that mindset, we sought to adopt, where applicable and beneficial, data conventions to
enable appropriate comparisons between datasets. In the Chandra band passaysmeaex

those with engyies greater than 2 keV, whereas soitays are those below this threshold. This



convention is a natural result of the energy range covered by presapttélescopes, and is the
similar convention adopted by other AGN surveys such as the Chandra Melanwgth Project
(ChaMP), the Serendipitous Extragalactig@y Source ldentification (SEXSI) Project, and the
Cosmic Evolution Survey (COSMOS). A common source analysis technique is to compare the
source counts in differing energy bands, which for thisespare defined ifablel. To facilitate

an efficient analysis of these enetiggnds, we employed a common technique known as the
Hardness Ratio (HR) to compare counts within two energy bands, defined according to the
previous Hard and Soft convention. Of course, this designation is a general form and the H and S
can stand for any two energy ranges necessary, with the analysis remaining consistent as long as
the H represents the upper of the two energy bands. For the determafatie source

obscuration, a quantity known as the column density (ill be used. The column density is a
measurement that references the amount of absorption seen wrdiespectra. Again we

followed standard values, which for the AGN types &kex 107 cmi?for type 1s, and\y >

107 cmi? for type2s. Additionally, because the column density is related to the amount of
obscuration, sources withy; > 10°* cm” are termed Comptethick sources, because this
corresponds to the inverse of the Thoopsrosss e ¢ t 1).BnNy ¢ £07° cmi?, all X-ray

energies below 10keV are obscured.
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Figure 3. Effect of Varying the Column Density

This figure shows the effect of increasing the column density on a typical powkaw model.
The values next to the curves are legalues of the column density. The green dashed curve
marks the usual transition between a relatively unobscured Xay AGN to an obscured %

ray AGN.

There are two major contributions to the obsemgdintrinsic and foeground. We will reduce
the level of foreground absorption that is due to the Milky Way (on orders 6%1a8 cm?) by
setting constraints on our field selection (described in the following section), as well as
accounting for the inherent residual effethat are in each field. This will leave the intrinsic
absorption as the dominating factor, which is a key parameter in A&y Kassifications.

The structure of this paper is as follows. SecHgmesents the criteria ed to select the
serendipitous Xay survey fields, the methodology for processing th@ydata, and the data
mining procedures for obtaining the multiwavelength correlations. Seepoesents the Xay
photometric and spé@l properties. Sectiofh presents the multiwavelength AGN diagnostics

applied to the subamples of Xray detected AGN candidates. Sectiopresents the Xay



number counts and contributions bétX-ray Background. Sectioisummarizes the

conclusions of this Xay, optical, and midnfrared study, and includes final remarks.
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2. SURVEY SELECTION
A. X-ray Field Selection

The sample selection phase of any project reprefamtaost important, difficult, and
possibly timeconsuming hurdle. For the goals of this proposal, the sample is one that fills the
niche between the past shallow;sHly surveys and narrofield deep surveys.

For the Xray data, we limited ourselvestite data archive of NASA's Chandra missi
which has a much greatsensitivity and resolution thgrast missions, and has better angular
resolution than the current XMMWewton satellite operated by the European Space Agency
(ESA).The selection criteriahosen for this project are different from slecof the original
observationsThe following criteria were implemented for either inclusion or exclusion from the
sample:

1. Inclusion of ACIS observations having a minimum exposure length of 60ks (between
AO2-AQO7). This minimum exposure length means that thg §u39.5keV) limited
completeness for the AGN candidrgsicrdsand as s um
7.54 x 10" ergs/crf/s for an unabsorbed source on the ACI&nd -S arrays,
respectively’ (The flux limits are derived assuming a minimum corate of 8.33 x 18
counts/s, corresponding to a minimum detection limit of 5 counts in a 60ks exposure.)

2. Exclusion of observations within 20° of the galactic plabp | © 20A) . Thi s cr
selected to minimize Galactic extinction and having celd§ swamped witforeground
Galactictargets. This latitude range corresponds tgr 6 x 13° cm? or an E(BV) <

0.1 mag.

! See http://heasarc.gsfc.nasa.gov/Tools/w3pimms.html
11



3. Exclusion of observations that were part of previous deep sur@y~North, CDF
South, and Lockman Hole.

4. Exclusion of obserw#ons pointed on large, extended targets such as the LMC, SMC,
M31, M32, M33, M101, 47 Tuc, and NGC362.
Due to these criteria the resulting sample consists of 90 observations of 79 unique target

fields chosen to provide-Xay coverage with a minimum expasuength of 60kskFigure4

shows the distribution of exposure lengths across this full sample. The average exposure length
is approximately 81.1 ks, whereas the total exposure of all the observations is approximately
7.30 Ms. Foithe multiwavelength analysis, approximately 72% of our target field aim points (65
of 79) have partially overlapping midfrared observations in the Spitzer archive with the

Infrared Array Camera (IRAC). For the additional optical component, approxyr&Ges of the

target fields (51 of 79) have Sloan Digital Sky Survey (SDSS) photometric and spectroscopic

coverage under Data Release 7.

60 Tn g0 90 100 110 120 130 140 150 1@0
Exposure Length (ks)

Figure 4: Exposure Length Distribution

The sample is comprised of 90 observations of 79 unigtields, where the exposure length
distribution is relative to all, and does not sum over the overlapping fields. The average
exposure length for this sample is approximately 81.1ks, whereas the total exposure of all
the observations is approximately 7.30/s.

Of the Chandra observations in our survey, 78 had either five or six active chips with the

total active chips summed for all observations equaling 449. Accounting for the 11 overlapping

12



observations, there were 386 active chips each approximatetyntates on a side, giving a
total active fieldof-view (FOV) of almost 7 square degrees. However, we reedroduce into
our discussion the reduction of the usdigl-of-view (FOV) due to the asymmetry and rapidly
increasing point spread function§P) at large ofaxis angles. The restrictions for the usable
FOV are discussed below in SectdiB.iv. Although the total coverage will be reduced, the
extent of sky coverage will provide us with ~5.6 Yaaffering the potetial to generate large
lists of serendipitous background sources (~10,000) from enay>ample, consisting primarily
of AGN around the targeted objects. As was mentioned in the previous |péragchis
discussed further inégtion2.C.i, the Spitzer observations have only partial overlapping
coverage. Thus for the 64 fields having Spitzer coverage, approximately 1.33 square degrees will
have Xray and two IRAC channels, and approximately 0.44 square degrees will have complete
X-ray and IRAC coverage.

For comparisonTable? lists the statistical properties for severata§ based
multiwavelength surveyshe CalanYale Deep Extragalactic Research (CYDER) surttasy,
High Energy Large Area Survey (HERS2XMM), the Serendipitous Extragalactic-day
Source Identification (SEXSI) project, atite Chandra Multiwavelength Project (ChaMP).
Similarly Figure5 shows the limiting flux and effective area parameter space-fary>$urveys
spanning the range from the pertmdam Chandra Deep Fields to the widea ROSAT NEP.
Thesecomparisos serveo illustrate that the depth and sky coverage of the current project
matches well with other large area surveys and complements their coveoaggaring overalp
among other serendipitous surveys, therenlg & SEXSI field and 6 ChaMP fields our

selected fields.

13
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Figure 5: X-ray Surveys

X-ray surveys spanning the range of from the pencil beamChandra Deep Fields toet
shallow wide-area RASSNEP. The current survey is shown as a blue point, covering the
medium depth, medium area space near the COSMOS survey.

B. X-ray Processing

With our sample defined and selected, we proceeded to develop a processing pipeline that
would be tailored to provide the output needed for the specific goals of our project. For the data
reduction portion of our pipeline, we used the standard Chandra processing software, CIAO
version 4.0 (3.4 for Sherpa routines). We made extensive use ofilityetalscript the CIAO
processing routines, developing schiptitines to process the Levkkevent files into new Level
2 event files, that would account for the most recent calibrations. The use of processing scripts

also automated the tedious requigstnof working with all chips (449) independently.

2 http://asc.harvard.edu/ciao/
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I. Data Screening and Reprocessing
For the Xray data, we started with the Leaxkedata products generated by the Chandra

X-ray Center (CXC) standard data processing (SDP). These were used as the inisiabinpu
which we applied the calibration databases (CALDB v3.2.1). For all observations the SDP
version was higher than BB4.0 (for the FAINT datamode) or B56 (for the VFAINT
datamode). With this verified, we used the commanid, process_event piocesnewlLevell
event files. This tool applies the gain map, the taependent gain correction, the charge
transfer inefficiency (CTI) corrections, turns on/off pixel randomization, and applies an optional
background cleaning to VFAINT mode observatidfsr this survey, the pixel randomization
was turned off and the background cleaning for the VFAINT observations was turned on. Using
thedmcopytool, the new Level event files were filtered for cosmiay events, bad
pixels/columns, and other instruniaheffects, based on status bits aneboard event grading.
To accomplish this, all events with status bits set to nonzero or with ASCA event grades 1, 5, or 7
were excluded. The status bits and event grades are further defined on page 105 of the Chandra
Proposersd Observatory Guide (POG) (206209) . Fi
event file, we used thémcopytool to filter the events for the Good Time Intervals (GTIs). The
resulting new LeveP event file has had all the screening that $DP would have performed,
except that we applied the more recent calibrations, tusffgrixel randomizations and
performed background cleaning on the VFAINT observations.

From the new Leve? event files, we then filtered three copies by specifeagy ranges,
defined inTablel. We extracted images of each chip from the 3 major energy band event files in
order to effectively perform the computationally intensive processes at their full resolutions

(1024 x 1024 pixels). Tharét of these computationally intensive processes was to create spatial
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mappings to account for the exposure variations across each chip. These variations are due to
intrinsic instrument variations anektrinsictelescope aspect variations. Together tvasmtions
combine to form the relative exposure map for each chip. (This is an analogous concept to the
flat-fielding corrections commonly applied in optical observations.) To construct the instrument
map, which accounts for the effective area as a fonaf position on the detector, the
mkinstmaptool was utilized. Although the effective area is energy dependent, we assumed a
monoenergetic distribution at 1.5 keV. (A second option would be to use a spectral weighting
method. However, this requires usiagertain source spectruarpriori, which for our unknown
background sources would not be of benefit at this step in the processing.) By default, Chandra
observes using a Lissajous dither pattern that spans 16 arcseconds from peak to peak. As the
ChandraPOG (2009) has detailed, dithering serves two important purposes: 1) provides partial
exposure coverage in the gaps between chips; 2) smoothes oubypkad| variations (p. 99).
To account for the specific dithering performed during each observati@spect histogram
was constructed with thesphisttool. Each of these mappings was combined into the exposure
map by theexpmaptool. Finally, the LeveP event files for each major energy band in each
observation were normalized by the appropriate exgosiaps through thémimgthrestool.

ii. Source Detection and Extraction

For the detection of the-¥ay sources the CIAO detection algorithm, wavdetect was used
(Freeman, Kashyap, Rosner, & Lamb, 2002). Wavdetect has been a widely-tesedoxirce
selectiorntool, having good reliability with crowded fields and identifying extended sources. Kim
et al . (2004) mentioned wavdetectbs superior
celldetect), and they implemented it as the main detection tool f@ha®P survey. For

wavdetect to operate, the input must be athmensional image, rather than the event files.
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Therefore the input images used were the individual 1024 x 1024 pixel images of each chip
created from the new Lev@levent files. Within wavdect, the source significance threshold
(sigthresh) was set to pwhich represents the threshold below which a source will be rejected.
Statistically this value implies that the spurious source rate within an image will be one per
million pixels. Additonally the wavdetect command was given a range of wavelet scales to
compute scaled transforms. The range included nine scales representing theosdqudrisvo

series (1.0, 1.414, 2.0, 2.828, 4.0, 5.657, 8.0, 11.314, and 16.0). These values arefin units
pixels and constitute the radii of the Mexican Hat function used in the wavdetect algorithm,
approximating the size of the sources that can be detected, where for the ACIS chips 1 pixel =
0.492 arcseconds. An example of the source detection outpué caelb irFigure 6, where

sources are marked by red ellipses and the image is afremseconstruction of the source

cells. From the 90 observations, 449 active chips, wavdetect identif@84lgources. Howeve
many of these sources are found at very large angles from-dpaopointing, and are thus
unreliable in their positions or even rustections. To increase the reliability of our source list,

we will employ fieldof-view cuts, discussed below.
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Figure 6: Example of the WAVDETECT Output

Shown here is the noisdree reconstruction of the source cells processed through wavdetect,
from ccd3 (I3). Overlaid on the image are the detected sources designated by the red
ellipses, whee the outer square blue boundary defines the chip. To help in viewing, the
ellipse sizes shown here are 3 times larger than the default 39.3% encircled energy radius
computed by wavdetect.

For the extraction and determination of the source propertiedirtegtract tool was
utilized as a more accurate method to obtain source and background counts, rather than those
provided in the wavdetect output. As mentioned in the CIAO processing tHreagddetect is a
quite reliable detection algorithm, but should be the primary, soureeount measurement tool.
However, wavdetect provides several key parameters needed as inputs into dmextract. One such
parameteristhe PS$-i ze esti mate for the detected sour ce
sour ce 6s tdteFadius atlwhith 8%3% of the source energy is encircled. This value
comes from the 10 i-dimeasipnabQGaessian.\Forthe exteactionfof eacht wo
source, the encircled energy radius was chosen to be 95%x)RBEs the wavdetectIFsize

parameter was scaled up by the ratio of desir

? http://cxc/harvard/edu/ciao/threads/wavdetect/
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counts for each energy band were extracted from the 12zgeént files. The background counts
were extracted in annuli sized so that the inner radii wiede{ PSks] and the outer radii were
[5 x (2.21)}? x PSkg]. These radii were chosen to help ensure that an equivalent number of
counts would be present in both the source and background regions, providing adequate statistics
for the background correctio For the actual extraction of the background counts, the dmfilth
task was incorporated into the process to produce sth@edackground images from which the
counts would be extracted by dmextract. Using the dmfilth task, each source was replaeed with
Poisson distribution based on the mean of the counts in the background annuli.

iii. Detection Probability Rate

For Chandra, the probability that a real source is missed, or conversely the probability of
source detection i s a ofoaxpdngle; souree dirength,yandur e o f
intensity of the background. At increasing-ais angles the PSF size increases allowing for a
greater number of background sources to be spread within the source region. The relative signal
to-noise (source intengitversus background intensity) thus factors into the ability to
discriminate true sources from Poisson fluctuations. These factors influence how the detection
probability rate will decrease across the field.

To address the lowdyound of the detection prability, we used the MARX simulator to
generatesimulatel fields of faint sources (~220 counts) located at known positions and
distances from the aim point. Four separate fields were generated with greater than 100 sources
per field. The simulation backgund was constructed from the longest ACksservation in the
sample. All contaminating sources were iteratively cleaned from the field by replacing their
counts with a Poisson distribution derived from the global background of the observation. Each

iteration was then processed through wavdetect until no source regions were detected above the
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10° threshold. This procedure resulted in a sodiree background field having a count density

of ~0.1 cnts/pix, which is greater than 90% of the sample obsengaii he faint sources

embedded in this uppend background rate provided lowanit quantification for the rates of
detection at each oéixis angleFigure? illustrates the arrangement of sources within the ACIS
array, whee the large circle denotes the 10 arcminute raéhigsire8 shows the significant

decline in detection rate as the-affis angle approaches 10 arcminutes. These simulations
focused on the faint source limit and the rate of desges a countiependent function, where

the detection probability is less severely affected for brighter sources. Kim et al. (2004) showed
similar simulations using Chandra, where they found at the 10 arcminute angle and assuming
background intensitiesef0 . 1 c¢cnt / pi xel, that as a sourceds
probability of detection increases from ~10% to 50%, and near the 100 count threshold the
probability is back above 90%igure 6 shows oféixis locations. In Figure 7, wkave ploted

some of the simulation data from their paper, showing how changes in the background intensity

alone affect the detection probability. All source§igure8 have around 20 counts.
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Figure 7. MARX SourceDetection Simulation

Shows onesimulation field containing the MARX simulated sourceqred ellipses) within

the constructedbackground. The detected sources are marked by the blue ellipses, and the
black circle denotes the 10 arcsecond radius frotie aim point.
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Figure 8: Detection Rate versus OffAxis Angle

The graph shows the rate of source detection as the @fkis angle increases. All data are
based on sources with near 20 counts. The blue line with associated errordahows the
rates compiled from the four simulated fields in this study. The gray lines with cross data
points are from the ChaMP survey by Kim et al. (2004) and showhe detection rates at four
OAAs and at background intensities of 0.1 cnts/pixel, 0.0hts/pixel, and 0.001 cnts/pixel
(from bottom to top).
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Iv. Positional Error and Usable FOV
As was mentioned previousljje High Resolution Mirror Assembly (HRMA) of

Chandra has given orden$magnitude better resolution than many of its predecessors. With
subarcsecond resolution, Chandra has had the ability to make identifications of the discrete
sources contributing to the XRB. However, the superb resolution faxisrsources quickly

degrades at large edixis angles. The PSF, which for-aris points is oly several pixels wide,

can quickly become distended and even take on significant asymmetries at the edge of the FOV;
see Figure 4.14 and 4.15 on page$31in the Chandra POG (2009). To test and determine
appropriate restrictions for e#fxis angles andsable FOV, we used a representative subset of 10
observations, noted kasterisks in column 1 dfable3. Figure9 demonstrates the trend of

increasing PSF as a function of-aftis angé for this subset as expected for the full sample. The
PSF plotted in this figure is based on that found by the wavdetect detection algorithm, where the
PSF plotted is the scaled 95% encircled energy (& $Rrameter. This data matches well with

the calilvation tests performed on simulated sources as described in the chapter on the HRMA in
the Chandra POG (p. 83, especially Figure 4.13). Additi
positional uncertainty in both detector and celestial coordinates. Th@pabkuncertainty

versus offaxis angle is shown iRigurel0, wher e t he positional wuncer
total error in arcsecondbigure 10 further shows that the positional uncertainty alspahds on

the strength of the source. These results match well with the simulations performed by the

ChaMP survey described in Kim et al. (20&&ction %, where they broke down the count

dependence of the positional uncertainty as well as the increarsargvith offaxis angle.
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Figure 9: PSF Growth Versus Off-Axis Angle

The relationship between the ACIS PSF versus e#xis angleis shownfor the set of sources
detected withwavdetect from the representdive subset of observabns. Here the PSF
used is the size at 95% of the encircled energy.
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Figure 10: Positional Uncertainty Versus OffAxis Angle

The sources are broken down by netounts in 3 interval ranges: 150 (red crosses), 5200

(blue, open guares), and 2003005 (green, filled diamonds). The dependence on source

counts is obvious, the larger the counts the better the positional accuracy. The positional
errorshownhere i s the 30 error computed by the det e
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These uncertaintieslong with the detection probabilities showrfFigure8, helped to
define appropriate FOV criteria by which the e s e n tsamplé aowdybé restricte¢o better
constrain the detection completeness levels. Based on these figures, a reasonable cutoff could be
made at an oféixis angle of 600 arcseconds (or 10 arcminutes). This value also is appropriate
given that the square AClISarray has sides of l&cminutes, where the aim point on the 13 chip
is near the center of the array, resulting in a distance of ~11.5 arcminutes to the corners.

v. X-ray Source Catalog

In addition to the usable FOV refinements discussed above, the sources from the
overlapping Xray observations were cresstched to identify multiple detections and remove
repeated sources. When two sources were detected in separate observations the source with the
lowest S/N based on the Brehdnd counts was removed. Thus, theasds angle cuteduced
the catalog to 10,771 sources, while the removal of duplicated sources reduced thedinal X
selected source catalog to 10,207 sources.

C. Multiwavelength Source Correlations

I. Mid-Infrared Spitzer Correlations

As discussed earlie65 of our 79 unige (in total 75 of 90) Chandra fields have
overlapping Spitzer IRAC observations. The IRAGstrument is an imaging device with four
mid-i nfrared bands: 3.6egm, 4. 5¢&m, 54 r8speativelyand 8. |
As the IRAC images a partitar field, the targeted aim point is transitioned between two
adjacent fieldsof-view in the focal plane. Each FOV is imaged simultaneously in pairs, the
3.6em and 5.8e&m is one pair and the 4.5em and

arrangementrad transitioning of the aim point, the FOV for each simultaneous pair is ~5 x 10

* http://www.cfa.harvard.edu/irac/
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arcminutes. Thus, there is a region of about 5 x 15 arcminutes in size that has coverage in at least

two channels, with a 5 x 5 arcminutes overlap for -@hdnnelsFigure11 shows an example of

the overlapping detector FOVs for a Chandra and IRAC observation.

Figure 11. Example of Chandra and Spitzer FOVs

Overlaid as blue squares onmages of the X-ray observations, ObsID = 4163 and
ObsID=2207, are the active chip regions for ccd@cd3 (l-array) and ccd6 (S2). Shown by
the green rectangle offset across the-Kay chip regions, is the area of sky seen by the two
Spitzer IRAC FOVs, where the area within the rectangle has coverage in at least two
channels.The FOV coverage is variable to each observation. Here are examples of the
extreme minimum coverage to having full coverage.

For the source correlation and extraction, the IRAF (Image Reduction and Analysis
Fecility) analysis software was used. Specifically, phet task within the aperture photometry
(digiphot.apphot) package was utilized for its ability to not only extract source and background
counts, but to centroid on the nearest source within each &otraegion. To constrain the
centroiding algorithm, two parameter utilities, centerpars and datapars were manipulated to
restrict the amount of shift by which the centroid could change the aperture coordinates. Using
the fact that the pixel size forthRAC array is 1. 20/ pixel, the
set the maxi mum s e amyshurcesdod whiclsthetneares2 celstroid on fha y

| RAC detector was greater than 2.50 was f|
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anal yses. [ Many of the centroids greater than
according to exposure length on page 102 in t
signalto-noise flag was put into place for sources with rass than two.

Of the 8695 unique Xay identified sources with overlapping IRAC observations, 4845
were detected in at least one IRAC band, while 1487 had detections in all 4 IRAC bands. For
photometric analyses, we required that the maximum magnitudieieany band be less than
1.25, which resulted in 1025 sources with an average separation of 0.533 arcSeduleds.
summarizes the photometric statistics for the IRAC sources, including the breakdown for
detections in each bd.

ii. Optical SDSS Correlations

The optical correlations came from the seventh public data release (DR7) of the SDSS,
where 51 of 79 unigue Chandra fields (in total 56 of 90) had corresponding photometric and
spectroscopic coverage. The optical source wstiee queried directly from the archive instead of
reprocessing the raw data; this was opted for due to the high level of uniformly processed data
already available through the SDSS archive. To identify the optical counterparts ofayr X
detected sourcesve used the SDSS CrossID interfameselect the nearest primary object based
on our Xray positions. The positional matching limit was set to a fixed uppend value of 5
arcseconds. This value was chosen as a reasonablelingpeagiven the astromtric quality of
Chandra and the SDSS. For many of thea}{ sources, especially those neatagis, this radial
search was greater than required, but constituted an adequate region foayrsoMrces farther

off-axis. Of the 6201 sources within the SPfotprint, there were found to be 2327 with an

> http://cas.sdss.org/astrodr7/en/tools/crssossid.asp
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optical counterpart, where the average separation betweawn position and optical position
was 1.55 arcseconds.

iii. Spectroscopic Correlations

For such a large sohldngle survey, the SDSS provides rathempdgsectroscopic
completeness’ < 19.1 mag. for the QSO sambplelowever, for our sample the mean magnitude
isi6 = 20.32, where only 46 3'<ad91, anchoétheBe2% (128)at c h e
have spectra. Additional spectroscopic redshittserobtained by performing similar radial
searches in NED. Of our sources without SDSS spectroscopic redshifts, 94 were obtained from
the papers and catalogs available in NED. (Of these 94 NED redshifts, 42 had coverage with
SDSS photometry.) Combining tSS and the NED samples, our spectroscopic redshift
coverage totals 219 sourc&sgure12 shows the redshift distributions for the SDSS and NED
sources. We classified the SDSS spectra into three general typad: IBe AGN showing
>2000km&broad |lines, Narrow |line AGN, and fANor ma
lines and stellar dominated spectra. The breakdown of the 125 SDSS spectra were as follows: 42
(34%) BLAGN, 30 (24%) NLAGN, and 51 (41%) Normal.

The SDSS archive also contains photometric redshift estimates based on template fitting
of source photometry. The SDSS has three estimate techniques to compute the redshift. We
incorporated redshifts from all three, based on which algorithm gave the lestiesated error.

Still not all sources in the archive had available photometric redshifts. For our sample, 1396 did,
however, the range was restricted $@&0.5. Figure 13 shows the gecZpnot COrrespondencéie
combined the phota estimates with the spectroscopic sample described below for our

subsequent luminosity analyses.

® http://www.sdss.org/dr7/index.html
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D. Mid -Infrared VersusOptical Correlations

Comparing the photometric SDSS subsample (2327) andithedIRAC subsample
(1025), 301 sowes had coverage in all 9 optical/miiRl bands, where 614 had at leadtahds
(all 5 optical and at least 2 mI&). Comparing the dband IRAC sample with the spectroscopic
sample (219), 58 sources had spectroscopic redshifts (32 from the SDSS and I9EBHmM
while 92 had spectroscopic redshifts and at least®2IR bands (46 from SDSS and 46 from

NED). Figure12 shows the redshift distribution for thebénd IRAC sample.
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Figure 12: Redshift distributions.

Redshifts include spectroscopic values from the SDSS spectra (solid blue line) and NED
database (green dashed line)J'he redshift sources with corresponding IRAC coverage in all
4 bands are shown as the narrow, orange columns.
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Figure 13: Spectroscopic Versus Photometric Redshifts
Both the spectroscopic and photometric redshifts were obtained through the SDSS DRY7.
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3. X-RAY PROPERTIES
A. Photometric Properties
I. Hardness Ratio
As was mentioned in Secti@B.ii, source extraction and the following photometric
analyses were performed using theay sources detected from the Bredzahd. In order to
compare general source properties in a relatively quick sense, we have made use oidhe class
Hardness Ratio (HR) parameter, which is a relative comparison of the counts observed in two

broad bands labeled Hard (H) and Soft (S), where the form is given as

HR = ¥ 1
(H+S)

It can be seen from the above formula @raiHR > O represents a source with relatively
more counts in the Hatbland than in the Soft. The more positive the-¥#Rie, the harder the
source, which means that the observed flux is dominated by higher eneagg.X his is the
case for the typ@ AGN, where the soft Xays are obscured and the dominant observed flux is
hardened. It can also be seen from the above equation that values with an HR > |1| are
nonphysical values. (As a point of observation, | find this type of procedure similar to the colo
indices (BV) or (V-R) found often in optical analyses.) In this project, we calculated two HR
values based on different definitions for the H arloh8ds, the first with the bands used for
source detection, H( 29.5keV) and S(0-2.1keV); and the seod using the standard ranges of
H(2.0-8.0keV) and S(0-2.0keV)earlier defined imablel. For the majority of sources, the

counts used in this calculation were the net counts of the source after background subtraction,
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where tle background counts are scaled appropriately by the ratio of the source and annulus

area:

SourceApdureArea
AnnulusAra 2

Backgroun€ounts= AnnulusCouats?

This meant though, that sources that had not been detected due to low counts in-the Hard
or Softband imageslane were now being extracted and background corrected for each range.
This yielded some sources with either-netints that were zero, or negative, which resulted in a
nonphysical HR value, that is, outside the boundary valued ofFor sources with site-band
(H or S) counts less than 5, the raw counts for that band were substituted into the HR equation. If

both bands were below 5 counts, then theydRie was not calculated.
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Figure 14: HR Distribution.

Graphed are the correted HR-values, excluding the duplicate sources between the
overlapping fields of observations. The mean value for this sample is at HR-8.157.
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As the final source list, we used the output from the detection algorithm applied on the
Broadband (0.29.5ke\) images in order to maximize the available source counts. We then
extracted the counts, filtering for each of the Broad, Hard, Soft, standard Broad, standard Hard,
and standard Seftands Figure14, shows the saue distribution of the standatzthnd HR
values. A large pronounced peak is seen at approximatelyd+¥Rwhile the mean for the full
sample is HR =0.15%0.07. However, there is an obvious distribution of hard sources>(B)R
seen in the full, SDS#&atched, and IRAG@natched samples. From the full and SDSS samples, it
appears that the hawing may have a peak between 0.2 to 0.4. The full sample breakdown has
2381 sources with an HRO, which represents an initial selection pool where candidate2type
AGN could exist.

ii. Source Flux Determination

In determining the flux of each source we used the modeling capabilities of Sherpa within
the CIAO suite. Within Sherpa, we were able to define a general source model to approximate
the typical AGN spectral modebmposed of a powdaw and absorbed component. For the
powerlaw component, we chose the XSPR@werlaw model (denotedspowerlaw  within

Sherpa), which is expressed as

A(E) =KE’ G’ 3
where the photoi n d e x , , anK isa nbrmalization constant. According to Wang et al.
(2004), the Sofband fluxes are rather insensitive to the pheatalex, whereas the Haitshnd

fluxes (and Broatband to a lesser degree) are quite sensitive. A photon index of 1.7 was chosen

snhnce obscured AGN have 0 ~ 1.4 (strong reasoni

the XRB, which also has G = 1.4) and unobscur

32



a reasonable mithnge value to better account for both AGN types. Rerbsorbed component

of our source model, | used the XSPEC photoelectric absorption model (denzassehhbs ).

By applying an absorption component, a proper accounting of the Galactic absorption could be
achieved, for the direction of each observatioldfi#he Galactic absorption appropriate for

each field was obtained using the column density tésknder the FTOOLS package, which
accesses the neutral hydrogen maps of Dickey and Lockman (1990). The value of each field was
derived as a weighted averaigem a region with radius 0.5 deg.

With the source model definegspowerlaw *xswabs ), the next step was to assign an
appropriate instrument model. This allows us to account for the chip variations: firsi dinder
differences in response between frdltminated (FI) and backluminated (BI) chips, and
secondorde® the internal spatial variations present in each chip. To accomplish these
corrections, Sherpa uses a redistribution matrix file (RMF) and an auxiliary response file (ARF).
For this analysis, ggopriate RMF and ARF files were created for each active chip and for each
observation, since temporal variations are also present due to detector degradation effects.

Again, such processing is a tedious procedure, especially when for each source (10,207)
the following components must be defined: source model components, appropriate Galactic
absorption coefficient, instrument response (applying chip and observation specific RMF and
ARF files), effective exposure time (observation specific), and source @er{to properly
scale the model 6s amplitude). To accomplish
would create Sherpa formatted scripts with all of the appropriate component and parameter
definitions for every source, given ASCII files listingetbources and their counts, as well as a

template for the global parameters applicable to all the sources on a single chip for a given

33

t



observation. After the Sherpa scripts were generated and run, the output was parsed into fits files
containing the Broa(D.3-9.5keV), Soft (0.2.1keV), Hard (2.99.5keV), standard Broad (0.5
8.0keV), standard Soft (0&.0keV), and standard Hard (20keV) fluxes. The average source
had a flux of 8.0810% ergs cnifs* (standard Broad), 3.630"° ergs crif s* (standad Soft),
and 5.0%10" ergs cnfs* (standard Hard) integrated within their respective energy bands.
B. X-ray Spectral Fitting

Depending on the number of counts for a particular source, we performed various levels
of spectral fitting. For all sources theestral model that we assumed followed the pelaser
model described above, with an additional absorption component to account for the intrinsic
absorption above the known Galactic foreground. For sources with low count rates, that is, less
than 50 in thdBroadband, we performed a simple column density estimation described below.
For sources with moderate count rates (greater than 50 but less than 200) we performed spectral
fitting with essentially one free parameter, the intrinsic absorption, by fixemgdwerlaw
photon index, a = 1. 7. For all sources with
with bot h \yaafned pafametersi nsi c

The column densityNy) parameter represents a relative measure of the amount of
absorption alog the lineof-sight between a source and observer. Given the nomencldiiire,
the column density is a measurement made relative to the amount of absorption that a column of
neutral hydrogen would contribute. Of course, this does not imply that hydrotdpenasly
factor taken into account; rather the spectral models are based on solar elemental abundances.
This measurement is commonly achieved with spectroscopy, given a partie@gisgurce's

spectrum, through performing a fitting analysis with an meslipowetlaw of appropriate
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photonrindex and adding an absorbed component that achieves the maximal fit. However, the
analysis followed in this project represents an estimate tNthalue, based on the photometric
properties of the sources insteadldd full spectroscopic fitting process, which can only be done
for sources of adequate r=aunts. The analysis procedure was similar, though not exactly, to
thatdone by Treister et al. (2004)

The breakdown for our sample was as follows: 364 sourcehbatwtessary counts
greater than 200 for the twicee parameter fits, while 1399 sources had counts between 50 and
200 for the ongarameter fitSelectingonly fits that had a quality value of3:95, as estimated
by Sherpathere were13 tweparameterifs and 958 ong@arameter fits. Between these two
subsets, the percent of obscured sources matched well, with tHpatameter subset having
only 6% (18) of the sources with > 10?2, while the oneparameter subset had 8% (74). For the
two-parameter fitsthe photon index had an average value of 20189 matching the overall
softness of the sample. There were 16 sources with a photon idd&xKigurel5 shows the

distributions of the photon index for this sals
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Figure 15: Photon Index Distribution for Spectral Sample
This figure shows the distribution of the photon index for the sample of sources with counts
> 200.

Using Sherpa, general source models (absorbed dawsy were cortsucted to
represent an average typeAGN with the historically canonical photonnde x of 4O = 1. 7
(Mushotsky, 1984; Turner & Pounds, 1989). The model was then matched with instrument
response files (RMF and ARF) to account for the differences betwedsillivomnated (FI,
ACIS-13) and backilluminated (Bl, ACISS3) chips. The absorption parameter was varied over a
range representing column densities fromNiggr 19 to 23 by increments of ldg{/Ny) = 0.5.
Using thefakeit command, the model data were geated for each of the parameter sets and
counts were extracted for the Hard and Soft bands. Using thid=iuiee 16 demonstrates the
effect of absorption on the HiRalues. For comparison, we also have graphedame model

given a a4 = 1.4. Al parameter sets converge
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Next, the spectral model now defined in term$&lgfand HR, were fit with spline
functions in order to generate an estimation relationship. The splingofusetere then sampled
at intervals of 0.005 in the Idg, axis, which resulted in a relationship grid between the amount
of absorption and the resultant HRlue for a source on a FI or BI chip for either a canonical
AGN or a harespectrum AGN. Thus, forvery source aily'’ estimate was assigned based on
the actial measured HRalue.Figure16 shows the absorption distribution, including a similarly
derived curve for a photon index of 1.4 for comparison. As can be seelfrifjane 16, the
defined models have lowdimits to the HRvalue that can be evaluated, which means that
sources with measured HRlues below these limits will not provide an estimate. The lower
I i mi t s ;7imodels ared.@2 (B) and-0 . 4 1 ( F | y);estimfatom, 40062483 of

8444) would be classified as ty@eAGN having logNy > 22.
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Figure 16: Effects of Absorption on Hardness Ratio
Graphed are the effect on the Hardness ratio when varying thamount of absorption on

twopowerl aw model s: a = 1.4 (circles) and G = 1.

response factors: Frontllluminated (FI) and Back-llluminated (BI) chips. It is noted that
as increasing absorption (obscuration) is encounteredhe energy spectrum hardens (or
tends toward larger HR values). Physically this can be explained by the preferential
obscuration of the softer Xrays, which leaves relatively more hard Xrays escaping to
reach us. Filled points represent sources on Bl gbs, while open points are for sources on
FI chips. The lines represent Bspline interpolations of the Sherpa modeproduced data.
The effect of redshift on a poigewell i al AGN
following the HR Ny relations. As can be seen, as the obscuration increases the HR value
hardens as the softerfdys are obscured first. At anjvgn column density, an increase in
redshift softens the HR value as the harda}s are shifted down into the softer energy range, or

at any given HRvalue the column density must increase as the redshift increases.
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4. MULTIWAVELENGTH SOUR CE PROPERTIES
In the following section, wanalyze and compakarious Xray, midinfrared and
optical selectioechniquegestingto what extent they select sourdesm the same populations.
We will usethe correspondence between optical amd-infraredAGN selection techniques test
any correspondences among thea¥ source properties

A. Spitzer IRAC Mid -Infrare d Characterization

I.  Mid-Infrared AGN Source Properties

Following the source extraoth method described in Secti@grB.ii, the Xray source lists
were used to extract the infrared photometry of correlating sources withingHepping IRAG
channel fields. Of the 10,207 uniquerXy identified sources, 4845 were detected in at least one
IRAC band As noted in Sectio.C.j there are two FOVs for the IRAC array, one for channels
1-3 and one for charels 24. Thus for the channels3 FOV, there are,228 common sources in
the full sample, and for the channelg FOV, there are, 357 common sources. The overlap of
these fields contains487 sources with detections in all 4 IRAC bantdsoughdetectd, many
of the sources still had poor S/N and large photometric errors, thus a maganitoideut (<1.5
mag) was utilized to improve the sample quality, resulting in final sampl@®25 1This higher
guality sample will be used in the following analysesble4 summarizes the photometric

statistics for the IRAC sources, including the breakdown for detections in each band.

ii. Mid-Infrared AGN Selection: Infrared Power-law Selection
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Previous studies by Barmby et al (2006) and AleH®orero et al. (2006) used infrared
powerlaw (PL) criteria to select samples of AGN. Following similar procedures, we used-power
law fits (f, ~ n®) to the IRAC flux densities as a simple discriminator between AGhinated
and stellar contaminated SEDs.the midinfrared, AGNdominated galaxies will have red
powerlaws with smaller powelaw indices &), while those that have higher stellar contributions
will have largerindex, inverted or blue powdaiws, where stelladominated sources have
indices ofa~2. We used a linear least squares fit to IRAC data using thHg)leg(rlog(n)
relation. We then applied a threshold for acceptable fits with a probability <0.05 fromeke F
Figure18 shows the histograwf the resulting 336 powdaw indices. There is an obvious
dichotomy between the red and blue polagr populations, which are divided cleanlyaa ~O.

This natural break in our data was the same cut Barmby et al (2006) applied to their sample in
orderto separate red and blue sources. The red plamepopulation (where3.5 <ajr < 0)
contains 43% (144 of 336) of the sources and is centered on a mé&a6@£0.05. The blue

powerlaw population contains 54% (180 of 336) and is centered on a me&@vVa@td.03.
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Figure 18: Distribution of Mid -Infrared Power-Law Slopes.

Blue and red slopes are divided around ama = @ population having extremely red power

laws can be seen @& > - 3Thebblack histograms show the few sources WitSDSS spectra
showing the same dichotomy and foll owi-ng well
law slopes.

To check our initial conditions, that red PL sources should be AGN dominated and blue
PL sources should have noticeable stellar contaminatiertompared the distribution of the
SDSS spectroscopic sources. Though only 17 SDSS sources fit the requirements: detections in
all 4 IRAC bands and fits with probability<0.05, the expected dichotomy still exiatg ias
can be seen from the small black histograntsigure18. Seven sources fell inside the red
sequence and are all classified as BLAGN, including two Seyferts at z=0.24 and 0.43, and five
QSOs at z=1.02 to 87. Ten sources fell inside the blue sequence and include galaxies. The

spectroscopic populations peakaat = -1.02:0.09 (red) and g =1.86t0.35 (blue).
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Two other interesting features Bigure18 can be seen.he dropoff ata,r >2 occurs
where sources should be stellminated and at the upper end of the {daguence of stellar
contaminated sources. The last feature is what appears to be a possible third population, a
seemingly reestraggler group composed ® sources (1.5% of total), existing in the rarg& >
air >-5.25. The interesting nature of this last group is that several previous studies {Alonso
Herrero et al., 2006; Rigby et al., 2005; Stickel et al., 1996) have seen steeplBpticgles out
to only-2.8, which are discussed as a probable limit for AGN SEDs. Here we have found a small
population that could extend this limit.
Testing the Xray properties for the powdaiw galaxies, wéoundno correlation in the
HR-value expected for the poptians of either red or blue PL sources; neither is any correlation
in theag-value for either hard or soft-Kay sources.
iii. Mid-Infrared AGN Selection: ColorSpace fAWedgeo Technique
Using the fAwedgeo diagnostic procedures of
have tested the relative overlap of their selection aslibin Xray selected samples, and
whether there are any distinguishableay characteristics isolated by their Aadrared criteria.

Figure19 shows the photometric conditions of Stern et al. (2005) as applibe midIR

magnitudes of our sample. The three boundary lines are given by the following inequalities:
a)[36]- [45]>0.2*[5.8]- [8.0] +0.18

b) [3.6] - [4.5] >2.5*[5.8] - [8.0] - 3.5

c) [5.8] - [8.0] >0.6 4

Within the full sample (1025 sources) t hei r sel ection criteria

273 sources (27%Df these, 96 had an HR-0.2, which is 30% (96 of 319 hardrdy sources
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with IRAC coverage) and only slightly more than expected from a random sample. The selected
sources also hatbmparable Xay fluxes to the full sample ~168 Thus, Sternds cr
effectively select any particular-Kay parameter.

Testing the Stern selection criteria versus redshift, we find that at high redshitts, (z
the selection criteria havgehigher efficiency of selecting AGN 71% (10 of 14), where the parent
population has 27% selection efficiency (273 of 1025). At z<1, though, there is no greater

selection than would be expected from a random sample 25% (80 of 324).
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Figure 19: Mid -Infrared AGN Selection Criteria by Stern et al.

This figure shows thecolorc ol or AGN fAwedgeo selection of St e
sourceswithdband | RAC photometry are plotted as the
efficiently discriminates between the BLAGN and NLAGN/Normal populations.

Figure20 shows the photometric conditions of Lacy et al. (2004) as applied to thkkmid

fluxes of our sample. The three boundary lines are given by the following litegua

44



Iog SB ()> 0.2
b) c 45—

Iog 58/ o<08*|og / o+05
Sus 5

Within the full sample, the selection criteria isolated §&#%) sourcesNithin the
spectroscopic defined classes, all BLAGN and oy o r mal 6 gal axy were i nc
wedge, while all NLAGN were excluded from the wedge. Having already noticed the close
correspondence between IR povar and spectral type, it is not surprising thidbat one red
powerlaw sources selected by #tnwedge, 18 of 180 blue powlamws are selected (significantly
below random effects), and all of the +stlaggler powefaws are selected. We also find that
Lacyods criteria show increasing flux dépenden:
band faint sources (with magnitude4?, which is the mean) have a selection rate of 91% (174
of 192). Bright 3.6&gm sources on the other ha
toward longer wavelengths, the bright source selection ratesnmeonsistent, but the faint end
decreases until in the 8.0&gm band the rate is
selection of red powdaw AGN, where by definition their flux rises toward longer wavelengths.

Of the 566 sources seledtébom the full sample, 199 had anrrgy HR> -0.2, which is
62% (199 of 319 hard Xay sources with IRAC coverage) and only slightly more than expected
from a random sampl e. However whewayfluewde i ng t h
find a signficant trend toward selecting brighter sources (opposite the IR flux trend). When the

X-ray sample is divided around its mean hard fRxs.okev ~2x107° ergs/criys the brighter
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(fainter) subsample has a selection rate of 67% (45%). When the fhexreased (decreased) by

a decade, the selection rate goes to 71% (38%)).
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Figure 20: Mid -Infrared AGN "Wedge" Selection by Lacy et al.
This figure shows thecolorc ol or AGN fAwedgeo Is(2004¢ Bdurcesare of L a
plotted following the same distinctions agigure 19.

In comparing thesetwolR el ect i on met hods, Lacyds crite
times the number of our-kKay selected sources;/®% ver sus just 27% for St
| arger factor for Lacybés criteria is in spite
times). However, within both IR colepaces, the Xay selected sources are distributed rather
homogeneousglwith regards to both the HiRalues and the Xay-to-infrared flux ratio {u/fi;).

Figure 21 shows theistributionof varying ranges of the -Xay column density parameter
oriented within the Stern wedggeiteria. There is no significant clustering or pdation selected

by the color criteria defined by Stern, or by extension the Lacy criteria.
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Figure 21. X-ray Column Density Distribution in Stern IR color space
Using the X-ray spectroscopic sample we have graphed the distributioof column density
wi t hi n SilRecolor weslgenHerd we find no preferred clustering.

The fact that both Awedged techniques heayv
opposed to the Xay selected NLAGN sample, signifies that solely IRAC basedtsatec
criteria may miss significant numbers of ldwminosity or obscured AGN that are host
dominated (Brusa et al., 2010)
B. Optical Source Properties
Within the 56 Xray observations (51 fields) that overlapped the SDSS coverage, there
were 6201 sources, wfhich 2327 had an optical counterpart within the radial search region.

Theirr'-band magnitudes range from ~28.6, and their mean colotgéré > =x0.02. 7 8
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I. Optical AGN Selection: Optical Powerlaw Selection
Following similar procedures, as we did tbe infrared powelaw selection, we

performed powetaw fits (f, ~n*) on the SDSS flux densities to discriminate between the
sources of emission in our AGN sample. In the optical regime,-AGMNinated sources will

have blue powelaws (largera), whichdecrease as the host galaxy light contaminates and then
dominates the spectrum (which is an opposite sequence as the infraredgvesyevhose
consequencwill be discussed in a later sect)oRigure22 shows tle distribution of optical
powerlaw slopes for the spectroscopic sample. There is a clear distinction between the BLAGN
and Normal sources. The NLAGN subset falls between the two, but with an sloNsbrbution

of their own. Thisboundary regionvhere tle NLAGN existwould be thebestregionfor

identifying obscured AGN candidateg:urther evidence for this is shown in the comparison

between optical and infrared poweaw slopes discussed below.
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Figure 22: Optical Power Law Distributions

This figure shows the optical powetlaw distributions for the three spectral classifications:
the BLAGN peak at larger values, the Normal galaxies peak at the lowest values, and the
NLAGN peak in-between.

ii. Optical AGN Selection: X-ray-to-Optical Flux Ratio

Figure23 plots ther-magnitude versus the Broadr&y flux. The lines represent constant
X-ray-to-optical flux /f;) ratios. The fluxratio relation followed came from Green et al. (2004),
where theatio was calculated from the BroadrXy flux and the SDS8-magnitude by the
following equation:

A f

A X

=log(f, )+5.67+0.4r"

a
log
¢ : 6

I GDOI

This relation follows also the earlier works Manners et al. (2003) and the foundational
work by Macacaro, Gioia, Wolter, Zamorani, & Stocke, (1988). Becausay)Xemission is a

hallmark of AGN activity, where AGMlominated sources are predominantly found in the region
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with f,/f; > 0.1, and stellar dominated (including hot stars) are normally limitgdte 0.1.

From our sample 1839 of (2424, 76%) had flux ratios > 0.1. Also, for our sample the mean ratio
was logt«/f;) =-0.178, which is close to what the ChaMP survey foundfd$gyE -0.15 (Green

et al., 2004). For sources witif, > 0.1, themean HR =0.287% 0.40; where those with/f; <

0.1, had an HR =0.439+ 0.45.
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Figure 23: Optical Magnitude versus X-ray Flux

This figure plots ther -band SDSS magnitude versus the broabdand X-ray flux (in units of
ergs cni’ sY). The diagonal lines demarcate constant ¥Xay-to-optical ratios of 0.1, 1.0, and
10 (from lower left to upper right).

We confirm a strong correlation between HardaX Luminosity (2.68.0 keV) and the
X-ray-to-Optical flux ratio for optical typ€ AGN, which is similar to that found by (Fiore et al.,
2003; Brusa et al., 201(yigure 24 shows trendines for the NLAGN, Normal galaxy, and total
spectroscopic samples. The linear relations for the NLAGN and Neangles overlap within

errors, with the NLAGN have a smaller dispersion as evinced by thatugs, 0.647 and 0.736,
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respectively. The BLAGN are obviously clustered around the poifit,(18), and reinforced by
an Rvalue of ~0.3. The X/O ratio of tiéormal and NLAGN objects, which are lacking any
broad lines in their spectra, can be considered, under unification scenarios, to be an
approximation of the nuclear-Kay to galaxy host light ratio.
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Figure 24: X-ray-to-Optical Flux Ratio versus Hard X-ray Luminosity

This figure plots the ratio of X-ray and optical fluxes versus the Xray luminosity in the
hard-band, for all SDSS sources with spectroscopic redshifts and classifications. The
Normal (yellow) and NLAGN (green) subsamples overlap in the loweeft quadrant, while
the cluster of BLAGN (blue) sources are in the upperight.
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