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ABSTRACT

The automotive industry continually seeks to improve performance and fuel efficiency
due to increasing fuel costs, consumer demands, and greenhouse gas regulations. With
advancements in comferaided design, engine simulation has become a vital tool for product
development and design innovation, and as computation power improves, the ability to optimize
designs improves as well. Among the simulation software packages currently available,
Matlab/Simulink is widely usedor automotive system simulations but does not contain a
detail ed engine modeling toolbox. To -basedher age
1D flow engine mdeling architecture is proposetihe architecture allows gime component
blocks to be connected in a physically representative manner in the Simulink environment,
therefore reducing model build time. Each component model, derived from physical laws,
interacts with other models according to block connection.

The presentedengine simulation platformincludes a serpredictive spark ignition
combustion model that correlates the burn rate to combustion chamber geometry, laminar flame
speed, and turbulenc€ombustion is represented by a spherical flame propagatimg the
spark plug To accurately predict the burn ratbe quasidimensional model requires tuning.
met hod i s proposed for fitting turbulence and
space.The methodeducesptimization time by eliminatig the intake and exhaust flow models
when evaluating the fithess functiorlJsing the proposed method, 12 combustion model
parameters were optimized to match cylinder pressdpéimization and validation results are

givenfor a 2.0 L Mazda Skyacti® engne
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CHAPTER 1
INTRODUCTION

Numerical simulation has become an integral part of automotive research, design,
and innovation. With the ability to build virtual models, several design iterations can be executed
without the high cost of producing physical prototypes, and further understanding of physical
phenomenon can be extracted from simulation. Numerical simulation has benefited many
automotive design areas. Among the various areas, engine and drivetrain simulation have
received a great deal of attention. Increasing fuel costs and demands to lower greenhouse gas
emissions have driven manufacturers to continually innovate, and the automotive research
community has invested in engine simulation techniques to meet futarands. Engine
simulation allows designers to predict performance gains resulting from changes in engine
geometries or control strategies. As a result, designs can be optimized for fuel economy, power,
and emissions without collecting extensive experimetdigh. With the steady advancement in
the related technology and available computing power, the impact of engine simulation will
increase as well.

Based on the desired outcome and available information, engine models can take on
several forms. For simpliiy and accuracy, engine performance can be simulated using a lookup
table containing engine torque, speed, and fuel consumption characteristics. Building the lookup
table requires extensive experimental testimpt a predictive approach. By introducing
physical engine parameters and phydiesed models, experimental data collection can be
reduced, and design concepts can be tested without prototype hardware. On the low end of

predictability, meafvalue models combine the overall effect of engine flow emchbustion



phenomenaBecause such models require little physical detail, some of the parameters must be
derived from experimental testing, and some characteristics of the engine performance cannot be
accurately determined. As an advantage, however, «veae models require little computation

time and are convenient for control applications. For high predictability, multidimensional
Computational Fluid Dynamics (CFD) can be employed to simulate engine flow and
combustion. Multidimensional CFD models reguitetailed geometric parameters, which in turn
provide detailed performance information without experimental tuning. This highly predictive
approach comes at the cost of long simulation times. Therefore, multidimensional CFD models
cannot be applied to sifating numerous engine cycles.

In order to accurately simulate engine performance for multiple cycles, the dimensions of
physicsbased equations need to be reduced. Intake and exhaust systems consist of a network of
internal flow pipes, tapered ductsalves, and junctions. Reducing engine intake and exhaust
flow to 1D internal flow greatly reduces computation time and still provides accurate results with
minimal experimental tuning. In this approach, the engine cylinder model, represented as 0D
control volume, estimates pressure and force provided to the piston. Since the fuel burn rate
depends on cylinder turbulence, the OD cylinder models predict burn rate from an
experimentallyfit burn profile or a turbulence correlation. With the reduced dimension
approach, multiple engine cycles can be simulated in a-effi@ent manner with less
experimental tuning than a meaalue model, allowing control algorithms and design concepts
to be evaluated without changing the physical system.

Combustion models vany complexity and can be categorized as burn rate fit or-semi
predictive models. Burn rate fit models match the combustion burn rate based on cylinder

pressure measurements. Because the burn rate depends on several factors, the models are only



appropriatenear the tested operating conditions. Spredictive combustion odels, on the

other hand, modetombustion at a wide range of operating conditions. Unlike the burn rate fit
model, sempredictive models include tuning parameters independent of the tiogera
conditions. The parameters can be tuned by matching the cylinder pressure at a wide range of
operating conditions. Once tuned, the model can be used for desktop calibrations. In order to
react to control inputs, the complexity of the sgmedictive ombustion model can be adjusted.

Rapidly assembling an engine model requires a logical and convenient design
architecture. Among the simulation software packages currently available, Matlab/Simulink is
widely used in the automotive industry and acadefiiaulink is a powerful tool for modeling
physical systems, designing controllers, and simulating prototypes. However, Styasiedk
high-fidelity engine modeling packages are not currently available. Therefore, to simulate
vehicle performances in Simulinla thirdparty engine simulation software package must be
connected to Simulink. Implementing a thpdrty software increases build time and restricts
Simulinkds capabilities. To |l ever age MATLAB/
development flexiblity, a new engine modeling architecture employing the 1D wave propagation
theory in the framework of Matlab/Simulink is presented in this dissertation.

The Simulink engine model includes a seredictive combustion model. As a proof of
concept, the cobustion model was tuned and validated with data provided by the
Environmental Protection Agend¥PA). The automated tuning method significantly reduced
optimization time by running the full engine model and saving intake and exhaust flow once the
model reched steady state. The information from the full engine simulation was then used to
mimic the intake and exhaust manifold during optimization, allowing tuning parameters to be

tested without simulating the intake and exhaust flow



CHAPTER 2
LITERATURE RE VIEW

Engine modeling and simulatipwhich can include the entire engioespecific process,
has been a majaontributor toautomotive design and resear@ly. simulating an entire engine,
the complex interaction between components and control straiegiebe examinedOn the
other hangmodeling specific processes such as combugiionides a detailednderstandingf
phenomenon within the engine cylinddihe level of required detailictates the modeling
strategy, but regardless tiie modeling appvach, the primary objectives remain consistent.
Heywood suggests four major objectives of engnueleling[1]:
1. Gain knowledge of m engine as a whole or specific processes through
formulating the engine model
2. Identify key engine design parameters tha&ivalfor more rational and therefore
less costly experimental efforts;
3. Predict engine behavior for a wide range of designsopedating variables prior
to testing costly physical hardware by evaluating trends and tradeoffs, and
possibly optimizing the degn and control;
4. Provide a logical foundation for innovatidrpredict the effect of engine design
innovations before conducting extensive experimental research.
When deriving a mathematical model that describes or represents a physical system, the
assumptias and detail associated with the model dictates the model acciragiye models

canbederived exclusivelfrom experimental testing, but in order to predict future performance,



some levelof physicsbased modeling must be introduc&kepending on theelvel of detalil,

accuracy, and model tuningquired physicsbased models widely vary in complexity and

predictability, but all employ physicgbarametersLess predictive modelsuch asa mean value

model| require few physical parameters and little cotafian time bufprovidelittle insight. On

the other hand, highly predictive models provide detailed insight to physical phenomenon and

require precise engine geometry but require long simulation tikhghly predictive models
employ 3D ComputationalFluid Dynamics (CFD) to predict incylinder and manifold flow
characteristics, while fillingandemptying moded lump the manifold into larger volumes and

neglects flow momentum. As an alternatifleyv in engine ducts are frequenigsumedo be

1D, thus reqiring less computation time than a 3D CFD model and providing more detail than a

filling -andemptying model.

2.2Mean-Value and Filling Models
Unti | the 197060s, internal combustion
condition® constant torge and crankshaft spe@dhus modelswereonly required to describe
steady state condition®]. Such models auld be input/output or physidzased[3]. With
increasing demands to improve fuel economy amiorcement ofgovernment emission

regulations,engne control design requireiansient behavioto be modeledPowell formally

engi

introduced a simple physidsased model that considered crank dynamics, fuel system, and

engine flow [4]. By lumping every cylinder into a single volumeand neglecting torque
fluctuations within each cycl®owellcouldfit engine torque to spark advance, intakass flow
rate,and air-fuel ratio. Severalotherresearchers he#ol pioneer engine simulation in regard to
optimizing control:Delosh[5], Dobneret al [6]i[8], Cho and Hedrick9], and Moskwaet al

[10]i [12].



Later, Hendricks and Sorenson created a modeling architectere mraednvafue
mo d ¢1B]oFor spark ignition engineg,meanvalue models consist of thréasic subsystems:
fuel dynamics, crankshaft dynamiesd manifold dynamici]. The fueling subsystem predicts
the time averagkmass flow rate of vaporized fuel entering the cylinder based on an evaporation
time constant and fraction of injected fuel dsgped to the port wallsThe crank dynamics
subsystem uses the manifold pressure, friction losses, thermal efficiency, and fuel flow rate to
predict torque and rate change in crankshaft spBeelmanifold subsystem predgthe total
intake air mass flowate based on engine speed and manifold pressure. Since the introdiiction
the modelmeanvalue models have been adapteditoulateturbocharged engines well[14].

The mearvalue model lumps every cylinder into a single set of equations and dbes n
account for air entering each cylinder, requiring flow dynamics to be fit from experimental data
using nonlinear regressigdl. To i mpr ove model accuracy and
ande mptyingo model ¢ aanderbpgyingunodel represents engiAe nfanifblds i n g
(or sections of the manifolds) as finite volunjgs Each control volume contains a uniform gas
whose thermodynamic states pressure, temperature, and densitxan be derived from
conservation of mass and energy (filmiv of thermodynamics) equations. Cylinder valves,
boundaries, throttle valve, and air cleaner are represented as flow restrictions that can be
connected to the flow volumes. With manifold volumes and flow restrictions arranged to match
the actual engindpuel and air mass flow rate entering the cylinder can be determined without
extensive experimental tuning. However, the improvement in accuracy and reduction in tuning
translates into a longer computation time than a rvaére model. The increase in coatgation
time does not alloviull enginefilling -andempting modes to be applied to rtiate control, but

a simplified model has been used predict-teaé exhaust flow15].



2.30ne-Dimensional Flow

Filling-andemptying modek predict manifold thermodynanic states according to
conservation of mass and enedgyws Without simulating flow velocity however, manifold
tuning cannot be evaluatethus requiringa more detailed modeling approddl6]. To predict
flow velocity, conservation of moentum must & introduced Flow in engine ducts (e.g.
intake/exhaust ports, runners, and pipeEs) be fully described with a 3D flow field. However,
sincemajority of the gas flowsollinearly with the pipethe solution can be simplifiet 1D by
assuming a uniform a&vage flow velocityacross the cross sectid@oupling 1D conservatioof
momentumwith the conservation of mass and energy equations results in three nopdirtizér
differential equations For a constant crossectionarea pipe, the conservation lavesult in the
1D version of the Euler equations, and by accounting for variable-sestisnal area and
friction, the modellDos fflroewg ureondtelly. cal |l ed fAqua

With the 1D conservation laws, the propagation and reflection of acoustic waves in the
engine duct can b&acked allowing manifold tuningto be evaluatediuring simulation De
Haller first used the method of characteristics to graphically track traveling acoustic waves in an
exhaust systerfiLl7]. Jenny later extended the model to incldidetion, heat transfer, entropy
gradient, and changes in pipe afé&]. Due to the labor and time required with graphical
methods, Bensoet al. devised anumericalmethod for simulating flow through engine ducts
using Riemann variablg49]. Bensonthen presented two programs tmmplete cycle synthesis
which involvedengineintake, exhaust, turbocharger, anelat releas¢20]. As an alternative,
Blair developed a method based on acoustic wave tH@dly Since the introduction of the
method,numerous references outline the boundary condition, engine valve, and flow junction

models[22]i [24]. Additionally, the model has been thoroughly validd#2]i [25].



The technigues developed by Benson and Blair track acoustic wave traveling in the 1D
engire duct, butthe 1D conservation laws can alse solved with various muerical schemes.
Among the schemes, thainglestep and twestep Lax-Wendroff methodhas frequently been
used to simulate 1D engine floy26]i[28]. When compared to Bes on 0 s met hod
characteristics technique, the tstep LaxWendroff method provides a faster solution and more
accurately satisfies the continuity equati@®]. However, the LaWendroff produces large
nonphysical pressure and velocitgscillations wen encountering large pressure gradients,
which can frequently occur when opening the exhaust Valy¢30]. To redice the oscillations,
artificial viscosity has frequently been added to the m[zig| [28].

Numerous other methedhave been explored to better represent 1D engine flow. For
example,Bozza and Gimelli used a Total Variation Diminishing (TVD) method to create a
comprehensive twstroke engine modgB1]. When compared to the Lakendroff schemes,

TVD methods producenore accurate resultgithout generating large ngvhysical oscillations
but requirelonger computation time [30]. Therefore, to capture discontinuities and reduce
computation time, researchers in recent years have used Conservation Helagoh Eement

(CE-SE) method for engine modellifig0], [32], [33].

2.4 Spark-Ignition Combustion Model
Using a fillingandemptying or 1D flow modelair and fuelentering andexhaust gases
exiting the cylinder can be determinddnlike the engia ducts, the cylinder volume cannot be
readily assumed as 1D hstbetier described by a 3D flow fieldhe intake stroke creates large
turbulent motions due to piston movement &oa through the intake valveandthe turbulent
flow field becomes an imgtant part of flame propagation and convective heat trarisfam a

computational standpointodeling3D in-cylinder motionfor multiple cycles poses significant



problems. Therefore, when not requiring extreme detail, the cylinder is represeatedfasm

controlvolume Wi t hout fl ow velocity, the cylinder m
Turbulence and swirl in the chamber during flame propagation allows the flame to

propagate at a higher rate, thus making piston speed, intake geometry, andrafh@sidn an

important factor. With the OD combustion chamber, turbulence cannot be accurately predicted,

requiring a correlatioto modelburn rate Frequently, OD cylinder models employ a Wiebe mass

burn profile. The Wiebe function, first introduced twah Wiebe, relates engine crank andje

and ignition timingdo to the fraction of burnefliel youm contained in the cylindgB4]:

L X
_ ag.- 4,0 9
1- expae 0 2.1
Yourn = ¢ Dg &g 2 0, (21)

wherea andm are fitting parameterandgp ds the combustion duratioParaneterm defines the
shape of the mass fraction burned profile, whilenodels combustion efficiency. Because
cylinder turbulence varies with engine speed and load, paramgtiasandm vary with engine
conditions and must be found experimentally. Typycatylinder pressures are measured at
various engine speeds and loads, and the burn fraction profile is derived from a first law analysis
(conservation of energy22], [35]i [41].

More fundamentatombustionrepresentationbave been proposed as wdlizard and
Keck formulated a turbulent burning model thatrelates théaminar flame speedndcylinder
turbulenceto the turbulent flame spedd?2]. After the introduction to the concepfeck and
coworkers furtherimproved theturbulence burning lawW43]i[45]. Later Tabaczynsket al
adapted the burning law and assungethbustion at the Kolmogorov scale to be instantaneous
[46], [47]. Tabacys ki 6 s model , which i s f redimatedhatttiey r e f ¢

entrainment speealsthe sum of the laminar flame spemaldturbulent intensityOnceentrained



combustion is assumed to progress at in a laminar fashion at the Taylor merdbesefore, a
time constant call ed t he A whitla s aredate@ toTagldri c
microscale represents the delay betwettre mass entrained and the mass buriied. Taylor
microscale and turbulent intensity can be estimated by \klwe cylinder states, and piston
motion. For turbulence estimatiorKeck proposed as correlation based on piston speed,
unburned gas density, and volumetric efficief$]. Established multidimensional turbulence
models, kU f or bavesbeep hdapted for combustion modeling as[4@]l [49].

With the burn rateleterminedoy the Webe function or turbulence entrainméaws, the
effects of combustion can be provided to the cylinder model. The sinoglester modelumps
the burned and unburned gases into a single volumeo wn as -z d\ee dismad ¢ le,
combustion progressethe burn rate predicts heat release in the 0D volBymeot separating
the flame and unburned mixture, temperature depemibdintant formatiormechanisms cannot
be adequatgl representedHowever, the singlezone can predicthydrocarbon and carbon
monoxide emissions due to incomplete combusfiflj. Although the singleone model greatly
simplifies the actual combustion phenome@hgung and Heywood concluded the method to be
remarkably robusi36]. Given the accuracy and simplicity, many reseacihave employed the
singlezone combustion model for engine simulation, for exaniptd, [37], [39], [40]

For sparkignition enginesthe combustionflame has ben experimentally observed to
propagate almost sphericalhaving a thin reaction shed#3], [51], [44]. Therefore, to better
represent engine combustion, taone models are frequently employéal example[31], [41],

[52], [53]. The unburned and burned gas®Ee represerdgd by two distinct zonesDuring
combustion, the burned gas volume expands from the point of ignition at the rate dgcifie

burning law thuspredicting local flame temperatureBhe localized flame temperature, when
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compared to single zone model, better estimates temperature degasiigant formation such

as nitric oxide [54]. Separating the temperature zonésodetter predictsheat transfer and
cylinder pressure because the expanding burned gas contact area and development rate are
determined by chamber geometiy5]. To more accuratelypredict unburned hydrocarbons
emissions, Jensen and Schramm expanidedwczone model to three zones by modeling the

crevice volumd56].

2.5Multidimensional Models

With 1D assumptions,ldw in engine pipes can be accurately modeled, but when
considering manifold junctions and flow through valves, turbulence and 3Deffeats become
more of a factor. Simulating multidimensional flow can provide more details than 1D flow
modelsand reduce experimental tuning. On the other hand, increasing the number of dimensions
significantly increase computation time and requires mdetailed geometrical informatioio
assess thdeasibility of employing multidimensional CFD in manifold design, Chapman
introduceda 2D unsteadyinviscid flow modelin 1979 [57]. The modeling concept allowed
designers to examineew manifold designs wiout producing a physical prototyd&8].
Leschziner and Dimitriadis extended the 2D approach to 3D stead{58wrhe model proved
to accurately predict detailed floduring steady operating conditionghao and Winterbone
later produced a compgrensive method for simulating unsteady 3D flow production
manifolds[60].

Because flow through engine ducts can be accurately represented as 1D and complex
junctions and control volumes are best modeled as 3D, the two modeling hierbestgdseen
combined to achieve high accurasjth less computation time than a full 3D modeking

commercial CFD packages, automotive researchers have connected 1D and 3D finite volumes to

11



improve accuracy, for examp[é1]i [63]. Predicthg acoustic properties can also benefit from

the coupled approachHJsing a Riemann solveiMontenegroet al simulated the acoustic
behavior of a silencer by representing the exhaust pipe as 1D and the silencer chamber as 3D
[64]. Montenegreet al. latea developed a method that allows the seamless connection of 1D and
3D finite volumed65], [66].

In addition to enme flow, multidimensional cylinder simulation has become a topic of
interest. With a multidimensional representation ofaglinder fluid dynamics, detailed local
turbulence can be modeld80]. Haworth, for exampleused multidimensional modeling to
exanine incylinder turbulence and could observe cyeycle flow variation[67]. Brusianiet
abused 3D CFD t o exami netumblematiknegengrated d@ingrinfakes e f f
and compression strok@s8]. Increasingturbulence and swirl athe unburnednixture prior to
combustionncreases burn ratéhus affecting engine performanés], [69].

Unlike the OD cylinder representation, multidimensional models can predict combustion
burn ratebased on thdlow field and chemical kinetic equations but require a much longer
computation time. The accurate prediction of local temperatures, when comparetivizzbee
combustion model, provide raore accurat@rediction ofpollutantformation. Therefore, many
researchers have utilizédFD and chemical kinetic simulatido predictpollutant formation
Baritaud et al predictedNO and CO production using a 2Dlicger model anca relatively
simple multistep mechanisnjg0]. With more computation power, detailed multistep reaction
mechanisms could be simulatdl]i[73]. Wallestenet al, for example,used a mechanism
consisting of 100 species and 475 intermediate reactions to predict flame [8pEetdihe

simulation matched closely to the observed flow field and measured hydrocarbon emissions.
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CHAPTER 3

ENGINE 1D FLOW MODEL

3.1PhysicsBased Approach

An internal combustion engine can be divided is&veraldistinct componentse.g.
pipes, valves, dinders, rotating assembly) amepresented by physitmsed equation®Vith a
set ofstandard component modealsfined by jhysical parametersa full engine model can be
formed by assembling individual componenits.this manner an infinite number of engine
configurations can be simulated withfinite set of component models. To predict intake and
exhaust flow characterisic a quasilD gas dynamics model is employeRerived from
conservation lawsJdw componensubmodelsncludeboundary, valve, junction, and pipEhe
flow components predict flow into and out of the combustion chanamegunting for intake
tuning, exhast tuning, and valve lift characteristics contribution to performance. Each cylinder
component model predicts pressunerease caused bgombustion based on air and fuel
available at the start of combustion. Finally, the crankshaft dynamics componetusesi¢éhe

piston force to predict instantaneous torque @adkshaft rotational acceleration

3.2Thermodynamic Properties
Accurate estimation of gabermodynamigroperties is crucial for physidsased engine
models. Combustion convertan air-fuel mixture into exhaust gas products, abdcause
fractiors of each gas species affdmiilk behavior intake and exhaust have distinctly different

flow characteristicsAdditionally, incylinder compressibility behavior changes as combustion

13



reacants are convertedo products. Thermodynamic properties used to model engine

components are discussed.

3.2.1 Equation of State

Thestate of agascan be described by three state U@aathat relatgphysical conditions.
An equation of wte provides a relationship between #tate variablesBy measuring or
calculaing two state variables, the final variable can be determined by the eqoétsiate.
Pressure, temperaturel, and density areused throughout the model derivation as the state
variables. Note that density could be replaced by volur(é = mv/} ) or specific volumer (v =
1/}), and temperature can be replaced by enthatpyinternal energe.

For ideal gas behaviopyessireis proportional tdhe product of temperature and density.

The ideal gas law states
p=rRT, (3.1)

whereR is the specific ideagas constant. Thadeal gas lawneglects intermolecularfces
which means thagas molecules do not interact. reality, molecules interact. However, at low
densities, the intermolecular interaction has a negligible effiécthe density becomes
exceedingly high, gas molecules interact more frequently anddbe represented by a real gas
model such as the Van der Waals equatiomplementing a real gas mods much more
computationallyexpensiveand complicatedhan an ideal gas model, andchuse of théow
pressures and relatively high temperatures relesein anengine, the accuracy gais small.
Therefore,the ideal gas modek utilized for each engine component modehe ideal gas
assumption provides an accurate predictbistate variables for the low densities observed in

intake and exhaust sgshs. However, if cylinder pressures become exceedingly high, the ideal
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gas law may notbe anaccurate assumptiorSuch high pressures will only be found in

compressioagnition engines with a high compression rgid].

3.2.2 Internal Energy and Enthalpy

Molecular kinetic energy andntermolecular potential energycontained within a
thermodynamic system can be referred to as internal eresrfyternal energyaries with
temperature and specific voluprendin general,lie differential change in internal egg can be

expressed by

de=2C8 aT+2*g av. 3.2)
Q“T +v QW+T

The partial derivative with respect to temperature can be expresses as a -cohstaatspecific

heat G, formally defined as

c,=c,(T)=a<8. (3.3)
GHT %

For an ideal gas, intermolecular potential energy is negledthereforethe partial derivative in
Eq. (3.2) with respect tor becones zero. By integratingq. (3.2) from a reference temperature

Tret, the internal energlyecomes
e=e, +f C(T)HT. (34)

whereeer is the internal energy &let When evaluating a systemobs

work potential pv) must be added to the internal energy, whialeisrredto as enthalp:

h=e+ pv:e+7p. (3.5
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Enthalpy varies with pressure and temperature, and in general, the change in ethahey

described by
dh=2"8 dT+%§ dp. (3.6)
GHT =, CHY

The partial derivative with respetd temperature is referred to e constanpressure specific

heatC,, formally defined as
c =cp(T)=§éJ38 . (37)
IntegratingEg. (3.6) and assuming an ideal gas, enthalpy can be dedmed

h=h, + ﬁT C,(T)T. (3.8)

Because the engine model deals with chemical reactions, the reference internal energy

and enthalpy should be standardizEdr each species, a standard enthdipycan be defined

based on energy associated with bords. ¢ h e mi ¢ a | nthalpy pf dotmmatibrih sis tee

enthalpy increase associated with the reaction of forming one unit mass of the compound from
its elements at eeferencestate. Severaleferencestates have been published in literature, but
temperaturelrer and pressurerer are typically taken at atmospheric conditiofigs = 298.15 K

andprer = 1 atm (101325 P4}]. Typically, enthalpies of formation aset & zero for species in

their naturally occurring state at the reference conditj@bs Diatomic oxygen, for example,
occurs naturally at the reference temperature and pressure. Thevgfdedinition, the reference

enthalpy for diatomic oxygen is deéd as

href,o2 = hr_ef,Oz =0. (3.9
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Enthalpies of formation for other species can be standardized in a similar manner, and with the
reference enthalpyEq. (3.8) can be used to calculate the total enthalpy. Reference internal

energy can then be determined using the relationstitp.i(8.5).

3.2.3 Gas Mixtures
To determine bulk thermodynamic properties, each gas species isergpee by a mass
fractiony. Assuming an ideal mixture containiyspecies, the mass fraction of {Hespecies is

definedas

y, =1 (3.10)

- 1
rT‘1otal

wherem is themassof thej™ species andho is the total massof the bulk mixture The total

mass defined by
M
rnotal = a mj ! (311)
i=1

constrains the sum of all mass fractions to equal uhigytrack each species in the engine ducts
andcylinders, an array containsM-1 mass fractions while theal mass fraction is determined

by therelationship inEq. (3.11). The mass fraction array is defined as

y=[yi Yo o Yudl (312

where the final mass fraction is given by

M-1

yw=1-avy;- (3.13)

j=1
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Thermodynamic property accuracy and computational efficiency are influenced by ther numbe
of gas species represented.

To predict cylinder and flow behavior, the model requires several standard
thermodynamic propertieS’he mixture specific ideal gas constarR can be determined by

weighting each species const&with the mass fractionsush that

R=R(y)= ayRr. (3.14)

Specificheats for thg™" species are a function of temperature. Theretbeespecific heats of the
mixture become a function of mass fractions y and temperat@inilar to the ideal gas

constant, mixture specific heats can be determined by

M
C,=Cy.T)=a y,C,;- (3.15
j=1
M
and C, =Cp(y,T):a YiCoi - (3.16)

=1

Likewise,h e s peci f ican bédetarminedlayt i o 0

S (3.17)

g=dly.T)=2"

Assuming ideal gas propertiesternal energyandenthalpyvary with temperature and mass

fractions.Thus,mixture interndenergy and enthalpgre defined as

M

e= e(y,T):a y]_ej . (318)
j=1
M

h=h(y,T)=4 yh,. (3.19
j=1
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3.2.4 Thermodynamic tables

To evaluate mixture propertiespexific heats and enthalpgpr each speciesust be
accessed frona databaseVarious thermochemical databases have been published, covering a
large range of temperatures and compoundsnong the various resources, JANAF
thermochemical tables have beengtrently cited[1]. For ideal gassesenthalpy and heat
capacity C, are tabulated at discrete temperatures, which can be inconvenient for computer
simulations.Therefore tables are typically fit to atandardhigh degree polymaial introduced
by NASA [76]. The original NASA polynomialuses 7 coefficients testimateheat capacity
enthalpy, and entropy. Tonaintain accuracyover a large temperature rangeultiple
polynomials are fit at different temperature intervals; therefore, a single species can have
multiple sets of coefficientsLater a 9 coefficient polynomial was introduced to improve
accuracy[77], [78]. The form of the NASA polynomiahllows propertieso be easily calculated
on a per mole or per mass basi#th temperaturexpressedn Kelvin. The 9 coefficient NASA

polynomials for enthalpy and heat capacity are defined as

C

P =—aT?+aT'+a,+aT+aT?+aT +aT". (3.20
R & &, Gt l +a 8 7

2 3 4
L:-aiT'Z-azT'lln(T)+a3+a4T+a‘5T AR

+a,. 3.21
and RT > 3 ) 5 T&% (3.21)

wherea; to a; defines the specific heat curve aaylefines the reference enthalpy. Note that the
final coefficientag, which is not showngefines the reference entrogyompiled byBurcat and
others a database ofoefficients derived from various resources, including the JANAF
thermochemical tablesre used for propertseferencing[79]. Properties for gasoline ard fo

the9 coefficientNASA polynomialusingdata published by Heywodd].
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3.3 QuasiOne-DimensionalUnsteadyFlow

Gas flow associated with engine intake and exhaust systems are unsteady: internal
energy, density, pressure, and velocity vary with timeh@lgh flow within each duct ibest
described in three dimensiqrte nature of internal flow restricts gases to flow primarily in the
axial directionof the duct Therefore, to reduce model complexiipw states are defined along
a single dimension. Genetrically, each engine duct or pipe section has an inlet and outlet, and
crosssectional flow areavares along the duct. Because flow states vary along a single
dimension, the model i8D. By including avariable crossectional area, thenodel can be
considered quasiD. Although te quasilD approach cannot capture complex flow
characteristicsthe model can accurately represent the pulsating nature of gas exchange

phenomena.

3.3.1 ConservationLaws

To predict flow behavior through an engine duct, cdtehanges in flow stataseed tabe
determind by conservation lawgl]. Referring to the control volume Figure3.1, flow velocity
U, density}, specificinternal energye, pressure, species mass fractiolysandareaA change
overthedifferentiallengthdx. Area is a fixed function of, and all flow states are a function of
time andx. Wall sheatt), accounts for friction losses argj is the wall heat flux.

According to the conservation of mass, the mdtehangeof the total masscontained in

the control volumecan be determined by the nmlss flow ratecrossing the control volume

boundary:

(rAdx)=rAU - grAU +£(rAU )d>ﬁ (3.22

H
M kX
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FromEg. (3.22), thequast1D differentialform of the continuity equatiocan be deriveds

(rA) +§(rAU): 0. (3.23)

==

Similarly, the continuity equation can be applied to each species contained in theesluting

in

(yj rA) + M (yj rAU ) =0. (3.29)

Figure 3.1: Control volume for compressible, unsteady flow

Conservation of momentum, based Mre wt o n 6 slaw ©fenwtion states that the
sum of the forces actingn a bodyequalst h e b o dfchangeaf mamentum. Therefore,
the rateof changeof the control volume momentum equals the forces acting on the volume
minus thenetflow of momentum out of the odrol volume. Foquasi1D flow, pressure amg
on each side of the control volupy@essure acting on the tapered daat] wall slear account

for the total force. Theotal forcesacting on the bodgan be calculately

& W . ®d, dA, 8 _dA _ AMP
A- + = dx +—dxo+ p—dx- ¢ dx=- A==dx- ¢ dx, 3.2
p gep X ggé\ g Ot P woD X woD (3.29

21



where D = (4A)Y? is the characteristic diameteFhe net flowof momentum crossing the

boundaryis defined as

L] amo

2o
W oy + MY 0,8 8 dAdxo ruzAa=E(ru2alx. (3.26)
X sg X —g dx = - X

Finally, the rateof changeof the control volume momentum) U A,ccan be dtermined by the
forces acting on the volume and net momentum crossing the boundsing the forces
determinedin Eq. (3.25) and the momentumflow derived in Eq. (3.26), canservation of
momentumeads to

(rua)+ =

“*:((ruzA): ; Ag- t.0D . (3.27)

i=4k=

The rateof changeoft he contr ol vol umeds berfiestrlagypf c an
thermodynamics The total work, heat transfer, anctnenergy crossing volume boundary
governs the total energy. Neglecting the effects of gravity, control volume daésdlge sum of

internal energyndflow kinetic energysuch that

o

E = (rAddge+ U7 (3.29)
¢

|- O_DOz

Flow energy can cross the boundary in the forrmt&rnal energykinetic energyandthe work
required to transport mass across the boundégyglecting shear work, conservation of energy

leads to

o ~ Y o 2 ~
Eg(rAdx)% U?gz qgvadx-ﬁg(rUA)‘% pY 8ﬂx (3.29)
M a o & WX a ¢

By substitutingspecificenthalpyh for the sum of internal energy and flow woEq. (3.29)

becomes
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3.3.2 Spatial Discretization

The nonlinear partial differential equationderived from the conservation of mass,
momentum, and energy carinbe solved analyticallyThe equationscan beconverted to
ordinary differential equationsy replacingthe infinitesimal lengthwith a finite lengthgp Xfinite
difference)andintegraing with a properODE solver(e.g. RungeKutta and Euler method) To
discretizethe flow duct a staggred grid approach is utilized. staggered grid approach divides
the pipe or duct into sectiomgth an equal lengtlpxas shown irFigure3.2. At each cell center
(i= 1, n)2conseévation of mass and energy laws determine the shthange in density;
andspecificinternalenergye, which can be used to determingll@ressurgyi and temperature

Ti. At each cell boundaryi¢ 1/ 2, n+3/2),Zgnserdation of momentum determirtbe

mass flow ratert crossingeach cell boundary, and energy flow rafecan be derived using
upstream cell informatioriThe staggered grid approach was chosen over a collocated method
such as the LaXVendroff methodto improve stability and simplify Similink block
communication at thboundariesThe LaxWendroff methodhas been known to be nuriczdly

unstable during valve opening and closing events due to the abrupt changes in pressure and

temperaturef80], [81].
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Figure 3.2: Staggered grid discretization

The conservation of massquationshown in Eq. (3.23) can be converted from the

differential form by substitutingpXfor O Xfinite difference form) andsing = rUA. The rate

change ircell densitybecomes

dr,

1
E _A—Dx[rﬂ'llz - rﬁ+l/2]' (3-31)

Likewise, the ratef changeof each cell species density can be derived fiEon(3.24) as

d

_ 1 i
a(riyi)_A—Dx[m‘—llzyi—llz rﬂ+1/2yi+l/2]. (3-32)

Becausespeciegnass fractions are not explicitly defined at the cell boundahesyalues must

betakenfrom the upwind conitions according to

_ &Y, if #,,20
Yisr/2 =1

_ (3.33)
iYis if mi+1/2 <0,

which means thalow direction dictates how gas species contained in a cell are transported to

neighboringecells.
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Following the same procedure as thenservation of mass, the raséchangeof energy
at each cell center can be derived frem (3.30). In the finite difference formconservation of
energybecomes

1
ADx

"'U_Ziz = [éi—llz : éﬂ/z +e,; Asurf,i] (334

P

2|

¢
&
&

0%9)0

~
S
1

&

whereAqur; is thei™ ¢ e | wlalbssrface areaConservation of momentum directly determines the

mass flow rate at each cell boundary. However, energy flow rate at the bquiedargd as

& U,,, 0
§+1l2 = m‘u/z%\ +1/2 + 21/2 8 (335)
¢ o

requires boundary enthalpy and veloci§imilar to mass fractions, boundagnthalpy is

upwinded from the neighboring ceduch that

LI P

N2 =1 o (3.36)
Ta g+ if M,y,<0

[ Fi+1

Densityis alsoupwindedin order to determine velocigt the boundarytherefore, bundary

velocity becomes

5
f ':.Lr—l/i r:t'7i+l/22 0

Uisy2 =1 H%i/l?;z' (3.37)
| ——25— My, <0
[ Asyofisn

Conservation of momentum equation directly governs the boymdass flow rate based
on adjacent cell pressures, momentums, and minor |dssegenerality, alpressurdossesare

represented by a singbeessurdoss coefficienCioss The total loss coefficient defined as
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=C, +C,, ,+C,q, = - oss_| (3.39)

other — 1

C

loss

includes friction sheatossesC:, pipe bend losse€henq and any other minor loses Cother.

Frequently, pipe friction shear éstimatedy aDarcyfriction factorf, which by definitionis

pofow D __fu (3.39
DX 2,uz Zpy?
2 2

Therefore theresultingfriction loss coefficienCs becomes
Cf = . (340)

Because mass flow rates are only defined at tHeboehdaries, €l momentum cannot
be directlycalculated Boundary mass flow rates can be averaged to determine the cell flow rate,
but better numerical stability can be achieveyl equating the cell flowate to the upstream
value.Using the known boundgmass flow rateghefollowing relationships can be derived:

’F\m‘-uz if .., ;rﬁ-llz 2 0

=i Z (341
:,m‘ﬂ/z If FF’Ll/z 2'ﬂ-1/2 <0

_
and U, =Ar (3.42)

The pressure drop acrosscell due to friction and minor losses can now be determined by

rearrangingeq. (3.38) using cell information. The pressure loss acrossttieell possbecomes

1
Piossi = Cioss > riUi|Ui| (343

26



where the terntli|Ui| accountdor theflow directionandCiess,idescribes pressure losses between
two cells The momentum equatidag. (3.27) can now be converted into a finite differerioam
by replacingdifferential terms with the finite lengtipxandreplacing the shedossterm with the
pressure losselationshipEqg. (3.43) for neighboring cellsFor a staggered grid, ther{/2)"

boundary mass flow rate @efinedas

dif,,, - 1
dt Dx

G, - U+ AP P S (AR * AuBesa] (344
3.3.3 Numerical Integration

The conservation laws produce four ODE equatidgts, (3.31), Eq. (3.32), Eq. Eq.
(3.34), andEq. (3.44), thatcan be solved numerically witmaDE solver.Starting from a
specified initial conditionflow variables are updated every time stgpTo ensure numerical
stability with explicit integration, the stegizemust be selected according to flow properties and
discretization lengtlup x According to the CouratiriedrichsLewy (CFL) condition, stability is
related to the propagation velogitime step size anddiscretizationlength. Assuming a first
order accuratexplicit ODE solver, the CFL condition states tkta¢ system will be stable if the

following condition is met:

C:Qu|+a)%<1, (3.45)

whereC is the CFL numbery is the flow velocity, anda is the speed of sound. For a higher
order ODE solver, the solution can be stable Wdth 1, but the relationship between stability
and U, a, gqi, and gopxremains. The speed of sound relates to the stiffness of the gas and thus

relates to the mass fractions and temperature. For an ideal gas, acoustic velocity is defined as
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a= /g(y,T) = Joly, T)RT. (3.46)

S o

Compared to the engine intake, the acoustic velocity will be much higher in the exhaust ports
due to the high exhaust temperatures. As a resuligptkreeeds to be adjusted for the exhaust
system, or the step tingg will be significantly limited bythe exhaust.

The staggered grid spatial discretization is stable and can be integrated explicitly.
However, step changes in boundary pressure and temperatures caused by valve opening and
closing events can create spurious oscillations. The oscillatiansbe damp®ed with an
artificial diffusion, butas a result, thaumericaldamping will affectaccuracyand require more
calculations To avoid numericaldampingand improve stabilitythe momentum equation is
integrated separately from the continuity aergy equatian Therefore, mass flow ratese
updated using cell variables (density, mass fractions, pressure, and terepefraton the
previous time stephen, cell variables are updatesingthe current mass flow rateBhe semi
implicit time integration greatly reduces spurious oscillations without introducing numerical

damping.

3.3.4 Friction Factor
The Darcy friction factor correlatesbulk pipe flow to shear forcesit the wall surface
according toEq. (3.39). Sincethe wall shear relates to viscous forces, the Reynolds nurReer

can be used for determining the friction factor. The Reynolds number is defined as

_rub
m

Re (3.47)
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wherep is the gas dynaiw viscosity.For laminar flow Re< 2300), theDarcyfriction factor can

be determined by

.64

e (3.49)

For turbulent flow Re> 4000), the friction factodepends omipe surface rouglass.Several
correlations exist for determining the friction factor farbulent flow incircular pipes and are
often derived from the Colebroakhite equation[82]. The correlationsrepresentpipe
roughnessvith a roughness heigparametetJandthe hydraulic diameteb. Due to theémplicit
nature of theColebrookWhite equationsthe method is not compationally efficient. herefore,

for thecurrentengine model, the explicit Haaland correlatisnsed[83]:

-2
& A o L1130

f =& 18log, 220 +25/D3 o (3.49)
' aR G

Note that any other turbulent equation can be used to replace the Haaland equation to improve
accuracy or computation efficiency

The friction factors for laminar and turbulent flow defined in E348) and Eq.(3.49)
assume a circular pipe, but rectangular dacésfrequently encountereds well The hydraulic

diameterof a rectangular duct with heightand widthly is defined as

201
D, = —hw 3.50
raE (350)

UsingDw, the friction factoif can be calculated froilgg. (3.48) and Eq(3.49) and corrected
based on the duct aspect raiic= In/lw, assumindw > In. For laminar flow, Shah defined the

correction factoKcorr as[84]:
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K. = 15 (351)
corr (]_+ )ze 1923 ap

tanha%

Although defined for laminaranditions, the correction factior is also used for turbulent

flow.

At the narrowtransitional flowregion 300 <Re < 4000) the friction factor is not
defined byEQq. (3.48) or Eqg. (3.49). Therefore, forthe transition region, the friction factor is
interpolated between the lamirfaait Re= 2300 according t&q. (3.48) and the turbulerf at Re
= 4000 according t&g. (3.49). Blair stated thaengineflow most often resides in the turbulent
region [22]. Thereforethe transitional friction factor will rarely be needadd little accuracy

will be sacrificed by interpolating between the laminar and turbulent friction factors.

3.3.5 Pipe Bends

Bends in the engine ducts result in a pressure drop that cannot be directly modeled in 1D,
but can be represented with a loss coefficl@mrhas In general, referring té&igure 3.3, a pipe
bend can be described by a bend angland a centerline bend radius The loss of pressure
depends on the pipe geometry and flow conditions. Miller describes the loss coeffidretitewit

equation85]:

Cyorng = KiCaCyulC (352)

dev~rough
)

whereKy' is the bend loss coefficient &e = 10°% Cre is the corretion factor for the actual
Reynolds number, an@qev is the correction factofor the outletflow development, an@rougn
accounts for the pipe roughne3$ie outlet pipe is assumea belong enough to allow flow to

fully develop; thereforeCqev= 1. The remaining factors are discussed below.
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Figure 3.3: Circular pipe bend parameters

The base loss coefficieHt, is taken at a fixed Reynolds number for a smooth pipe, thus
only varies with the bend angti and radius ratioc /di. For Re= 1, variation ofthe coefficient
Ko is shownin Figure 3.4. Valuesshown inFigure 3.4 are tabulatedn a 2D lookup table and
calculated prior to simulatiom the airrent engine modelo consider roughness, the correction

factor Crougnis defined as

_ f

rough — f

C rough (353

smooth’

wherefrougnis the friction factoffor a rough pipe > 0) andfsmootis the smoothfriction factor ()
= 0). Both friction factorsare calculatedby Eq. @3.49) for turbulent flow, and because the

laminar friction factor does not depend on roughness paralh€ieigh = 1 for laminar flow
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Figure 3.4: Round pipe kend loss coefficienK’, at Re= 10° (From reference[85])

The Reynolds correction fact@re defined by Miller isplottedin Figure 3.5 [85]. By
fitting the datato a power law Cre can be quickly alculated during the simulatiofthe fitting
function is determined as

€229824Re " r./d, ¢1

Cre=1132494R€°* 1./d, =15 (3:54)
1102294Re*™**® 1 /d, 22

32



Now note thatFigure3.5 does noshow the rangeRe< 10" andCreremains constant aigh Re
with r¢ /di < 2. To simulatecases includingRe< 10* usingFigure3.5, Creis calculatedas

follows:

1. If ReO Y @tCre=2.2.

2. If Re> 10%, calculateCre using Eq.(3.54). Interpolate value for 1 & /di < 2.

3. If Cre< 1,rc/di <2, andRe> 10, setCre= 1.
Although the methodcan be used in mogfeometries Miller found that the loss coefficient
depends strongly odRewhenr. /di < 1[85]. ThereforeCreis further constrained dsllows:

4, For 0.7< rc¢/di < 1 orKp' < 0.4, usadescribed methodith re /di = 1.

5. Otherwise, calculat€refrom the equation

C= Ko (355)
K. - 02C..+0.2,
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Figure 3.5: Bend loss coefficient Reynolds correction factoCre (From [85])
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3.3.6 HeatTransfer

Conduction, convection, and radiative heat transfer contributetwverallheat transfer.
For the engine simation, radiative bodiesre assumed not to be present in the duatsd
conduction betweeeells can be neglected. However, convection traasfer plays an important
role in accurately simulating engine flow characteristics. Heat transferred to #h@exing the
cylinder decreases tlaar density and therefore the amount of oxygen available for combustion.
On the exhaust side, a significant amount of energy is transferred from the exhaust gasses to the
exhaust valves, runnerand manifold. The signant energy transfer lowers théow
temperature and therefaditee acoustic wave velocity.

Assumingthat theheat transfefrom the wall to the gas positive, the forcedonvection

heat transfer relates to the wall and gas tempessso®rding to theelationship

¢, =h(T,-T) (3.56)

where h: is the convection heat transfer coefficieidthe heat transfecoefficient can be
determinedrom acorrelation fit to the dimensionleg®ynolds Re), Nusselt Nu) and Prandtl

(Pr) numbersNuandPr are defined as

Nu= P2 (3.57)
k ,
=S
and Pr=—. (3.58)

where ¢, andk are thegas specific heat and thermal conductivity evaluated at the mean gas
temperature, respectivelyzor laminar flow Re < 2300) the Nussult number is constafor

circular pipe486]:

Nu=3.66 (3.59)
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However, for rectangular ductdp varies with aspect ratid = a/b, which can be approximated

by the correlatior86]:

Nu=7.5411- 26108 - 49702 - 5119 +2.7022™* - 0.5481"°) (3.60)

For turbulent internal flow(Re > 4000) several correlationswith varying accuracy and

complexityexist To maintain computational efficiencjyeColburn analogy is usg&7], [88]:

Nu = é RePr/? (3.61)

Similar to the friction factor, the heat transfer coefficient can be interpolated between the laminar

and turbulent solutions for the transitionagios (2300 <Re< 4000).

3.4 Pressure Wave Motion

The mass and energy flow rate between neighboring cells caetbeminedwith the
momentum equatiqriEg. (3.27), and cell relationships. However, boundary conditions ama fl
redrictions require another modey approach.Small amplitude pressure expansoar
contractions, known ascaustic pressure wavetravel in the 1D engine duct. Because the
acoustiovaves can travel in either direction (left to right and right t),lthe combination of the
two waves dictate flow characteristicsThe conservation laws derived previously captilne
superposition effect of pressure wave propagator an abrupt change in flow arecat a flow
boundary, however,mass flow must beleterminedfrom the incomingwave amplitude The
incoming boundarypressure wavamplitudecan beextracted fromcell states Based on the

incoming wave, boundary conditions, agdometry, the reflected wave can terived from
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conservation lawsThe incaning and reflected acoustic waves then dictatebthendary mass

flow rate.

Riemanninvariantshave frequentlybeenusedto model flowin engineducts[16]. To

derive theRiemann invariantéor 1D compressible flow, Euler equations (continuity, energy,

andmomentum) areonvertednto a norconservative fornin terms ofprimitive variables, U,

andp. Assuming no source terms and an ideal gas, the Euler equations masdr@ed in the

form

er;a & r Og erg &g
u,é U_é\u
dt gJu 0 U Yy _guu gou_

éry €0 @ UH éry &0y

(3.62)

Using the eigenvectors of the coefficient matrix, BpZ) can be transformed into the form

deRIgéJ a o0 OﬂdeRllﬂ é0g
SRYE 0 U 0 ISR U=G
u e
0

ERl;y & 0 U+ag  €Rlg ey

2
Ugx€ 20~ €U,

(3.63)

whereRly, Rl2, andRIs are the Remann invariantBy defining entropy as=p } °, the Riemann

invariants are

2a g
eRIg gj g- 1u

€ U_é€ u
RI2u é SZa .
gRISH €U+_u

g 9-1y

As an alternativeto using Riemann invariant8lair developed a method based on

(3.64)

acoustic wavepropagation[21]. First predicted by Earnsiva the amplitude of an acoustic

pressure waveelatesa f | u padtidles velocityU [89]. Starting at a reference velocityo,

pressurgyo, and acoustic velocitgo, Earnshawshowedthat
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U-Uo == ™ g - (3.65
€°7 1

The acoustic velocity igoverned by &8 | ui dés stiffness and densit

reference acoustic velocity can be defined as

8 = JRT, (3.66)

whereR is the deal gas constant afd is the reference temperatuiieo representhe acoustic

waveEq. (3.65), Blair defined a pressure amplitude ratias

g-1
ap g
X =g (3.67)
i
By assumingdJo = 0 and substitutingq. (3.67) intoEq.(365 , Ear nshawds theory
U=-2a[x-1 (3.69)
g-1 :

Notethat the reference conditioils, po, andag are the same as the stagnation conditiots i

0. To be consi st e n tthesgparanmeter® Wilhbe ref@rsed te asdahmieferante o n |,
conditions.The pressure wave propagates at the acoustoritaelrelative to the gas particle

velocity. Therefore, in reference to a fixed coordinate, the propagation velocity is the sum of the

acoustic and particle velocities.
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Figure 3.6: Acoustic waves travelingn pipe

Shown inFigure 3.6, two pressure amplitude ratios are present in the 1D pipe model: a
leftward X. and rightwardXr traveling pressure amplitude ratidhe waves propagate in
opposite directionsiccording to the acoustand particle velocitiesBy superimposing the two
waves, a superposition pressure amplitude p&icelatesto the flow states. According t&q.

(3.67), the superposition pressyseis defined as

2g9

Ps = PoXso-1 (3.69
The superposition acoustic velocayand temperatur€s can be derived as

T, =T, X’ (3.70)

S

and as = aoxs’ (3.71)

assumingthat the state changes from the reference conditimnand To the superposition
conditionsps andTs to be isentropicUs i ng Ear nshawdés Eg.(Bé®angthei n t he

relationship inEq. (3.71), it can be shown that

Xe=Xg+X, -1 (372
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2
Us :ﬁ%[xR- X.] (373

For the model, the reference presspgewill be assumed constant and equal to the ambient
absolute pressure. The reference temperafurean fluctuate based onorrisentropic flow
behavior.

VariablesX., To, andXr areanalogous to the Riemann invariants defined in(B64):
pressure amplitude ratio§ and Xr travel in opposite directions at spedds a andU + a;
Riemann invariant®l; andRIz are constant along the charactéestix/dt= U - a anddx/dt= U
+ a; temperaturelo, which remains constant for isentropic conditions, travels with the particle
velocity; andthe Riemann invariarRl> (entropy) is constant along the characteridifdt = U.
Using the acoustic and patgcvelocity relationships ifeq. (3.71) and Eq. 8.73), the pressure

amplitude ratios<r andX. can be defined in terms of the Riemann invariants, thath

1- g 1
X.=-—"“2R|.- = 3.74
R g, T2 (3.74)
_1-gpn 1
and X, = i Rl;- 5 (3.75)

Either method could be implemented for the 1D boundaries,ibcg $he introductiorof the
B | a methd, numerous referendegveoutlined boundary condition, engine valve, and flow
junction models[22]i [24]. Additionally, the model has been thoroughly validaj2a]i [25].

Therefore, Bl airds method is i mplemented at

3.5Flow Restrictions and Adjoined Pipes
The conservation of momentum equation I@r flow Eqg. (3.44) does not consider cell

boundaryflow restrictions or area discontinuitie&. flow restriction can be used to model an
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orifice, throttle valve, or any other 1D restriction not described by a loss codffiElew area
discontinuities can be formed byljainedtwo pipes that do not have the same cross section.
Because of thebruptchange in area at a cell boundary due to restriction or adjoined pipe,
pressure waves entering either side of the bourgiztmgflecied The amplituds of the reflected
waves are dictated by the change in area and catgeraws, and in turn, govethe cell

boundary mass flow rate.

3.5.1 Model Setup and ConservationL aws
With the staggered grid approadwo pipes collinearlyjoined form a comma cell
boundary thatmay include a pipe area discontinuity and/or a flow restriction as depicted in

Figure3.7. Left and right cell informatioms determinedoy the 1D flow model described earlier
Therefore,mass ad energy flow ratesi, #,, ¥, and ¥,, must be determinebased on the

connection geometry and adjoining cell informati@y. definition, the cell boundary is not a
volume, andthe rate change in density and energy between stations 1 dwtdnezero.

Accordingto the conservation of mass, the mass flow rates across the boundary can be equated
M =, = H (3.76)

where i is the mass flow rate through the restriction thrd&e flow must contract to pass

through thethroat areaA:, and for real gas flow, a discharge coeffici€Zy is typically
introduced to model the contraction and velodadgses. With the discharge coefficient, the

effective throat areéwss can be defined as

Aet =CoA (3.77)

FromEq.(3.76) andEq. (3.77), the following can be concluded:
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m&' I#l2=/’1U1A1- l‘2U2A2=O

and

Similarly, theconservation of engy gives

a4 U204 uU.Z?o
%+—1 0-%1 +—-2.0=0
0 &2 0
a Ufgé Ufg_o
and BR800

M- =rUA- rUC,A=0

(3.79)

(3.79

(3.80)

(3.81)

Parameters étationl, Station 2, and throat are not explicitly available, amgist be calculated

from cell information using acoustic wave theory.

R i

Figure 3.7: Schematic of adjoined pipes with restrictive orifice

3.5.2 Boundary Parameter Relationships

Referring toFigure 3.7, thermodynamic state variables arglocitiesat Stationl, throat,

and Station2 do not hold a direct relationship to the left and right cell stategebate to

incoming acoustic wave$tates defined at the cell cerstean provide theincoming pressure
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wavesXri1 and X2 and cell reference temperatures and Tor. From Eq. (3.69), the superposed

pressure amplitude ratios for the [Ef_andright Xsrcells are defined as

g.-1
3 L629L
XSL:§%8 (3.822)
G Fo~
gr-1
ap., 62%
X =§% , (3.82b)
and . O§
wherespecific heat ratios. andor are calculatedhy eachrespectivec e | | 6 s t emper at ur

fractions. From Eqg. (3.70), the reference temperature for the [&t and rightTor cells are

defined as
T
T, =—=* 3.83
oL XSL2 ( )
_ TR
and Tor XSR2 (3.830)

Now, thesuperposegressureamplitude ratioslefined inEg. (3.82) can to be split into opposite
traveling acoustic wave&eferring toFigure 3.7, the incoming waveXr: can be determireby
extrapolating the rightward traveling wave from the left cell cent&tationl using thevelocity

relaionship defined irEq. (3.73); hence,

130.(0.-9 , X +1o (3.84)

XRl [
ZQ gL OLRL

Similarly, the leftward traveling wav¥_» can be determined by extrapolating tight cell wave

to Station2, giving
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_lae (R )+X +1O (3.85)

X
- 2& 2\ GrTorRe

With the incoming pressure waves known, the reflected wéveand Xr2 and reference
temperaturesredetermined by conservation lawad flow charagristics. First, ach state and
velocity must be expressed in a convenient fand to express boundary states, thermodynamic
properties must be evaluatatistation temperatussand mass fractiond hetemperatures at the

boundary statioscan be expressed as

T1 =T01(XR1 + XLl - 1)2

, (3.86a)
T :TOZ(XRZ +Xip- 1)2 (3.86h)
_ 2
and T=Ta(X ), (3.86¢)

whereX; is the superposegressure amplitude ratio at the throat. The mass fractions at each
station can be determinéased on flow directiarfor flow from left to right,evaluate properties
with left cell mass factions, and for flow from right to left, use right cell mass fractions.
However, upwinding mass fractions creates a discontinuity when switching flow directions.
Because unknowns must be solved iterativilg, discontinuity creates convergence issues and

jumps in the solution. Therefore, properties are evaluated at a mean mass yratiomed as

y. = Yo ;yR (3.87)

Similar issues arise when evaluating the boundary specific heat xatibhe r e f @ ise ,

evaluated ay. and themean temperaturg, defined as

(3.89)
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How properties are evaluated will become more apparent when discussing the overall solution

method.
Using the temperature anptoperty information, defining the remaining boundary states

becomes straightforward. AccordingEq. (3.69), the pressure relationships can be derived:

29,

P = pO(XRl + Xy - 1)?'1’ (3.8%)
29,
P, = pO(XRZ +Xi5- 1).%\-1’ (3.8%)
zga
and P = PoXeant, (3.8%)

Density @ each station can be deriviedm Eq. (3.86), Eq. (3.89), andthe ideal gas law, giving

_ B 2
ry= (XR1+XL1' l)ga'l
R.To: (3.909)

_ P -2
I, = T (XRZ +Xiz- l)ga'l
RTo. (3.900)

and RiTo , (3.900)

whereRs is the ideal gas constant evaluated withvelocities at stations 1 dr vary based on
the incoming and reflected pressure amplitude ratios. Accordirlgqtd3.73), velocities at

stationsl and 2can be calculated as

2
U1 = _ 1\/ gaT01Ra[XR1 - XLl]

% (3.919)

2
U, :ﬁ\/gaTozﬂ[sz - XLZ]

and (3.91b)
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The throat variables are expressed in terms ofuiperpose@ressure amplitude ratd because
neither the rightward nor leftard traveling waves are known. Therefotk, must be solved

iteratively and does not require a relationship similddo(3.91).

3.5.3 Solution Overview

The boundary state variables defined eénnts of reference temperatures and pressure
amplitude ratioswhensubstituted into conservatidaws form a set of constraint equations. The
equations relate adjoining pipe cell reference temperatures and incoming waves to the boundary
reference tempenmates and reflected waved€Examining the conservation laws and the
relationships presented in the previous sectom, Xr2, X, To1, Tot, Toz, andU; are unknown.
Therefore, solvindgor the unknown variables require seven constrai@tservation of mass
and energy provide four constraints, while the remaining constraiatderivedfrom entropy
and momentunnelationships. For a 1D flow model, Benson suggested modeling flow through a
sudden change in area as an isentropic prddéds Based on experier, Blair claims the
assumption to be accurate famly certain situation$22]. Therefore, to ensure accuracy for all
configurations, the more completenisentropicmodel proposed by Blair is used.

Flow must contract in order to pass through thetion throat.Gas contraction does not
createflow separation or significant turbulencand herefore, flow contraction igsssumed
isentropic Likewise, flow from the left cell t&tationl is assumed isentropic for forward flow
(Ut > 0), and flow from tle right cell toStation2 is assumed isentropic for reverse fldw € 0).

By definition, the refeence temperatureemains constanfor an isentropic processhus

providingtwo constraintgor the reference temperatures

if U20 T, =Ty, =T, (3.92)



Flow exiting the throaexpandgo thedownstreantross sectiomrea giving rise to particle flow
separation and turbulent vortices. The flow separation implies aseatropic processand
another relatioship must beusedfor calculating the downstream referenteenperature. Using
conservationof momentum, flow information at the throat a&tation2 can be related for
forward flow, and throat andStation 1 can be related for revse flow. The downstream
momentum equatiois given by

if U20 A&(pt' pz)""ﬂ(ut'u )=

,)=0
else A(p - p)+(U, - U,)=0. (399

The relationships ifEq. (3.92) provide direct solutions to two of the unknown variables,
reducing the number of unknown variablesfive. Referring toFigure 3.8, the circled unknown
variables must be obtained from the conservation mass equdiign&.78) and Eq. (3.79);
conservation of energy equatiortsy. (3.80) andEq. (3.81); and the momentum equatiog.
(3.93). After substituting velocities, densities, pregsyrand temperatures expressed in terms of
acoustic waves, the five nonlinear constraint equations cannot be solved analyticallsbbem
solved iterativelyBased on experienc8lair found the NewtoriRaphson method to be stable,
accurate, and fast for solving the equatif23]. At the start of simulationyunknown variables
are approximated based on cell initial conditioaad for subsequent time steps, the initial

iterativeguessesaretaken from the previous time step.
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Figure 3.8: Forward (a) and reverse (b) parameterconstraints for adjoined pipe boundary
(unknowns circled)

The particle velocity at the throbk cannot &ceed the local acoustic velocitjowever,
the flow analysis discussed previouslyes not restridt;, and dependingroconditions,U; can
be found to reach or exceed the throat acoustic velocity. Therefore, a new relationship must be
introduced for thevelocity limit known as choked or critical flowsor chocked flowU; can be

equated to the local acoustic veloaty

U, =4 (3.99)

Velocity at other stations is assumed subsohie cloked flow constraint must replace one of
previously defined equations when solving for the five unknowns. The isentropic contraction
assumptionis still valid; mass and energy must be conserved between stations 1 and 2; and the
momentum equation ikg. 3.93) must be retained to account for pressure recovérgrefore,

the intermediate energy equatide. (3.81), is chosen to be replaced. For chocked flow, the
unknown variables shown iRigure 3.8 are solvedrom Egs.(3.78), (3.79), (3.80), (3.93), and

(3.94).
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According to the modelequations four possible situations can potentially be
encountered: subsonic forwarsubsonic reverse, choked forward, and cHokeverse flows.
Each situation requires five equations to sdivefive unknowns.Before finding the unknown
variables, lhe equations must be expressed in terms of the incoming pressure amplitude ratios,
cell reference temperatures, thermodynamic prageflow areas, throat discharge coefficient,
and unknown variablesSubstitutingdensity and velocity in terms of acoustic variablges,
(3.90) and Eg. (3.91), into the conservation of mass equatjoks|. (3.78) and Eq. (3.79),

produces the following:

2

Tﬁ\/gaTmRa (le - XLl)(le + XLl - 1)?1 -
01

(3.95
2
Ti\/gaTozRa (XRZ - XLZ)(XRZ + X" 1)?1 =0
02
2 2 C 2
—Ai\/gaTde (XRl - XLl)(XRl + X 1)-‘76'1 - oA Ut(Xt)ga-l = o_ (3.96)

and TOl(ga - 1) TOt

For conservation of energy, enthalpy must be calculated with the adjoined pipe mass fyactions
and the local temperature. The conservation of energy equatiéus. i(8.80) and 8.81) can be

expressed as

n(ya’Tl :TOl(XRl + XLl - 1)2)' hz(ya’Tz :TOZ(XRZ + XL2 - 1)2)+

e2 (3.97)
é%(%l@&u - XL1)2 - Toz(XRz - XLz)Z)S: 0
é(ga - 1) a
hl(ya1-|_1 :TOI(XRl + X - 1)2)' h[(ya’ t :TOt(Xt)2)+
and €20.ToR (v _« P Y D_ (3.99)
oo T
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using the acoustic relationships for temperature and velocity. The conservation of momentum
equation defined ifEq. (3.93) can be split into two constraintepending orflow direction. For

forwardflow, Eqg. (3.93) gives

2ga 2ga

3 5 2A\0.T, 2
Azgé<tga'l } (XRZ + X2 1)%'184-%()%1 - XLl)(XRl +X- 1)ga‘13
g - 01\Ja (399)

2 1]
1V 9.To2Re (XRz ) X|_2)l;l= 0
- u

S

.

9a
andfor reversdlow, Eq.(3.93) gives

29,

o Zga ~
A&g@(t%'l } (XRl + X - 1)9a'1 8+

M(Xm' XLl)(XRl+ XLl' 1)i3

ga'l

- RaTOZL(ga - 1) (3100)
e 2 2} :
dJ; - NUAS (XRl' XLl)l;l:O
& Og.-1 u

For chocked flow, the throat acoustic velocity can be expressed in terthsoaf reference

temperaturdo: and pressure amplitude ra¥g providing the relationship
& = X% Ia R (3.101)
Finally, thelimit for choked flow Eq. (3.94), gives

Ut - Xt gaTOtRa :O_ (3-102)

With the isentropic relationships given EBq. (3.92), the unknown variables cdpe
solvediteratively with EqQ. (3.95) throughEq. (3.102 according to the flow conditiofsubsonic
forward, subsonic reverse, choked forward, and choked revéimegach flow situationhe
velocity range, unknown variables, directly applied constraints,itaration equatiomn numbers
are summarized ifiable3.1. Note that the throat velocity: dictates the solution method but is

also a unknown parameterThe equations for a given flow conditioare continuously
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differentiable and can be solved using a Newtgre solver.However, when considering the
solution as a wholegquations are not continuously differentiabléJat 0, U; = &, or U = -a:.

As a resulteach flow condition is evaluated separately. The previously deterrindidtates

the solution method, and afteerating the next solution method is determined by the updated
Ut. Therefore, the overall solveran alternate lteeen subsonic forward, subsonic reverse,

choked forward, and choked reverse equations without encountering a derivative discontinuity.

Table 3.1: Solution summary for adjoined pipes

Subsonic Subsont Choked Forward Choked Reverse
Forward Reverse
Velocity 0 UWp<a -a<U;<0 Ui = & Ut = -a
Range
Unknowns| X.i, Xr2, Ut, X, X1, Xr2, U, X, X1, Xr2, U, X, X1, Xrz, U, X,
andToz andToz andToz andTo1
Direct To1=ToL Toz=Tor To1= ToL To2=Tor
Constraintg Tot=ToL Tot = Tor Tot=ToL Tot = Tor
Constraint| 3.95, 3.96, 3.97, | 3.95,3.96, 3.97, | 3.95,3.96,3.97, | 3.95, 3.96, 3.97,
Equations| 3.98, and3.99 3.98, and3.100 | 3.99, and3.102 | 3.100 and3.102

3.5.4 Boundary Mass and Energy Flow Rates

After calculating the unknown variables listedTiable 3.1, boundarymass and energy
flow rates,# ard B, are evaluatefom the acoustic wave relationships. With and ¥ as the
left and right cellboundaryflow rates the rate of changeof momentum between the left and
right cells is neglectedbreaking the form of the staggered gegproach. To account for
momentum changes, a new boundary mass flowrgtes introducedor the left and right cell
boundary mass flow rat&eferring toFigure 3.9, conservation of momentum can be applied
between the right and left cell centers to determine theofatbangeof mass flow through the

boundary#,. Because of the discontinuity at the boundary, momentum conservation must be
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applied between consecutive stations. Derived larigi to Eq. (3.44), conservation of

momentum from the left cell center &ationl andStation 2 to the right cell center are given by

dma U, + A(p, - p)- (A pbssL)‘é (3.103
dr#a 1 V7]
and at " Dx, g*‘EU U+ AP - Pe)- 5 (APlssny (3.104)

CombiningEg. (3.103 andEq.(3.104), the rateof changeof mass flowratethrough the

boundaryis determined by

d, _ 2 |
dt  Dx_+Dx,

gﬂUL - I#RUR ‘H#l(uz - U1)+A1(pL - p1)+Az(p2 - pR)' %(At plossL +ARplossR)§

., (3.105

Note that it is not implied that#, =i, but i, p1, p2, U1, andU> calculated from the acoustic
wave relationships provide a way t@tdrmine the changes in momentum due to the area
discontinuity. The boundary energy flow ral‘Efa can be determineblased onif, andusing the

fact thatenergy is conserveldetween stations 1 and 2. For either flow direction, the boundary
energy flow rate becomes

uS’

*58 (3.106)

& =,

e e

m@mo

where enthalp¥ is calculated wittya andTs.
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Figure 3.9: Mass and energy flow rate across adjoed pipe boundary

3.6Boundary Conditions

With the 1D staggered grid, theateof changeof mass flow rate cannot be determirmd
the momentum equatioiq. (3.44), at a pipe boundary the interface betweenXD cell and a
0D volume Therefore, mass and energy flow musteséablishedased on external conditions
and pipe boundarygeometry. In some cases, the masd energylow rates can be explicitly
defined. However, engine pipes most often contea@ngine cylindes orambent conditions
where masand energylow arenot explicitly available A OD boundary(e.g. ambient boundary
and engine cylinder) does not have flaxglocity andis typically defined bya pressure
temperatureand flow areaThe flow area can be fixed represent the interface between a pipe

and ambient conditions or vary to represent a poppet valve.

3.6.1 Model Setup and Conservation Laws
Determiningmass and energffow ratesat the interface between a 1D duct cell and

ambient conditions or a control vohe (e.g. engine cylinder, crankcasad tank) requires
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special considerations. The velocity ambient conditions or a control volume can be best
described in three dimensions. Howe\embientvelocity is typically assumed zerbecausea
control volume $ consideredufficiently large,which means thdtow into the volume has very
little influenceon the volume particle velocity. #\a result, ambient conditions and large volumes
are modeled as a OD. A 0D volume does not have a velocity field and cafirel by mass
fractions and two thermodynamic state variables.

Referring toFigure3.10, Station1 representa 0D volume and cellparametersdenoted
with subscript C," aregovernedby the 1D flow model discusseguteviously Flow from the 0D
volume to the 1D celk assumed positive, bdepending on pipe flow conventiosigns of flow

rates can be switeld without loss of generalityJsing the cell andboundary informationflow
rate i, and energy flow re Eé aredeterminedrom thermodynamic constraintslass must be

conserved between the throat aBition2, andby introducing a discharge coefficie@b to

represent the effective throat area, mass conservation gives
- i, = rUCoA - rU,A =0 (3.107)

Energy must also be conserved betweerittmat andStation2; thus,

4+ -2

s
2

-OOO
OO

vO?dgmo

2
i U2 -0 (3.108)

2

@?ﬁ‘gmo

For flow into the pi, conservatio of energy states thdahe control volume enthalpky is

equivalent to the total energier unit mass étation2, which can be described by

LU
2

OO

h - =0 (3.109

v()?é&ﬂ)o
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Throat andStation2 parametersare not explicitly available, and must be calculdbeged on
incoming and reflected acoustic wave@¢éith the conservation relationships expressed in terms of
pressure amplitude ratios and reference temperatures, the boundary mass and energy flow rates

can beevaluated

Figure 3.10: Schematt of 1D pipe boundary condition

3.6.2 Boundary Parameter Relationships

The thermodynamic state variablesSaéation2 do not hold a direct relationshiath the
0D volumeor 1D cell. InsteadStation2 parameterselate to the incident acoustic wa¥e
derived from cell informatiorand the reflected wav¥:» shown inFigure 3.10. The incident
pressure amplitude ratig. is derived from the cell infonation. According toEq. (3.69), the

superposegressure amplitude ratiscis defined as

ap. 92
Xee= §%8 , (3.110
cho =
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whereaci s t he specific heat ratio calculated wit

incidentwaverelates to the cell reference temperaflyedefinedas

(3.111)

The supeposedpressure amplitud&sc can be split intdwo oppositly traveling acoustic waves
based on cell velocityReferring toFigure 3.10, the ncident wave X2 is determiné by
extrapolating thdeftward traveling wave from the tlecenter toStation2 using the velocity

relationship defined ikq. (3.73); hence,

18, Uc(ge - )+x +1o (3112

Xi [
2 ZE 2 gC OCRC

Depending on flow direction, OD waine pressure amplitude ratka and reference temperature
To1 are required for applying constrainEsomthe acoustic wave relationshipbe following can

be concluded:

G-1
ap 9%
X, =8
¢Po~ (3113
.
%z
ard L, (3114

wherex i s the specific heat ratio calculated wi
fractions.

With the incoming wave and reference temperatures known, the reflected pressure
amplitude ratioX> can be determined by conservation laws and flow charaaterisiirst, each

state and velocity must be expressed in a convenient form, and to express boundary states,
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thermodynamic properties must be evaluated at station temperatures and mass fractions. The

temperatures &tation2 and the throadreexpressed as
T, =T02(Xr2 + X, - 1)2 (3.11%)

and , (3.11%)

where X; is the superposegressure amplitude ratio at the throghe mass fractions at each
station can be dermined based on flow directipre., evaluate propertiesith OD volumemass
fractionsy: for inflow and use cell mass fractiong for outflow. However, upwinding mass
fractionsintroducesdiscontinuity when switching flow directionandbecause unknens must

be solved iteratively, the discontinuity creates convergence issues. Therefore, properties are

evaluated at a mean mass fractpdefined as

yb:XL%XQ (3.116

Similar issues arisesvhen evaluating the Dbaound@heywidspree,i f

evaluated ay», and the mean temperaturgis defined as

(3.117)

Before solvingfor unknown parameters, bodary statesnust be expressed in terms of
pressure amplitude ratios and referetareperaturesiccording toEq. (3.69), throat andstation

2 pressurearedefined as

29

P, = Po(Xip + X,, - Y-t (3.1189)

20y

P, = poxtgb-l. (3.118n)

and
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Density at each statiazan be derived frorq.(3.115), Eq.(3.118), and the ideal gas law as

2
ry=0 (X, +X,- Dot (3.11%)

T02

and RoTo , (3.11%)

whereR; is the ideagas constant evaluated wigh The velocity atStation2 U is determined

by the incident and reflectgmessure amplitude ratioAssuming inflow to be positive,
2
Uz :ﬁ\/ngosz[sz - Xiz] (3-120)
: :

The throat variables are expressed in terms ofstifgerpose@ressure amplitude ratd because
neither the rightward nor leftward traveling waves are known. Therefhrejust be solved

iteratively.

3.6.3 Pipe Inflow Constraints

Pipe boundary inflow and outflow gaire distinctly different solution approaches, and
therefore are discussed in separate sections. Pipe inflow, flow from OD volunepime, is
assumed positive, i.dJ; > 0. Similar to the adjoined pipe solution, pressure amplitude ratios and
referene temperatures at the boundary are unknown and must be $olvesing isentropic
relationships and conservation laws. Examining the conservation laws and relationships
presented in the previous secti@veals thaiX2, X;, Tot, To2, andU; are unknownAs a result
the boundary solution requires five constraints. Some constraints result in a direct solution to

specific variables while the remaining constraint equations must be solved iteratively. For
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inflow, conservation of mass and energy equationsvigeo three constrainslsentropic
assumptionsind conservation of momentum provide the remaining relationships.

During inflow, the gas must contract to pass through the boundary throaf:afidee
contraction doesot create turbulence and can be consdan isentropic process. According to
the definition of the reference temperature, the OD volume and throat reference temperate can be

equatedthus, for inflow,

To =Tos (3.121)

Exiting the throat, the gas expands to the akgagiving rise to particle flow separation and
turbulent vortices. The flow separation implies a-ms®ntropic process, and another relationship
must be usedo determinethe downstream reference temperatilise Usng conservation of
momentum, flow information at the throat a&lation 2 can be related. The downstream

momentum equation can be expressed as
A(p - p)+mb(U, - U,)=0 (3122

For subsonic inflow,He intropic contraction assumption expresseddn(3.121) gives
a direct solution tdo.. Referring toFigure3.11(a), the remaining variable2, Xi, To2, andU:t,
are determined by simalbeously solving the conservation of magg, (3.107); energy,Eq.
(3.108 andEg. (3.109; and momentumiqg. (3.122), equationsBefore solving, equatianmust
be expressed in terms of acoustic variables and boundary information. Substtdirgjic

wave variablemto Eqg. (3.107), conservation of magsovides the constraint

CoA Y (x Jiti- — 2 TR (x..- i =
T, Ut(xt)gb' T (%_1) QLTozF%(sz Xiz)(xr2+xi2 1)% 0- (3123
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Figure 3.11: Boundary constraints and unknown parameters for (a) subsoniand (b) choked inflow
(unknowns circled)

The conservation of energy equations contain terms for enthrepofrom preliminary
testing calculating enthalpy at the local temperatin@s convergence issues. To provide
stability, enthalpy changes are as®d to have constant slope, implying a constant specific heat

Cp. For an ideal gas, the charigeenthalpy between the throat aBthtion2 can beexpressed as

R a - &
h-h=C/(T-T,)= 4 1(T T,)= ey (31249

Now, the coservation of energy given Iaq.(3.108 becomes

8

%R _
IR (0 - Tl X 3]

%]
_ 2% ToR, (X,,- X,Fa=0 (3.125

D
I\)
P

R
=
c

Similarly, the conservation of energy from the OD volume to throBtjir§3.109) becomes

%R) T (X ) Toz(xr2+ Xiz' 1)2]' @(X

a1 ,- X,/ =0 (3.126)



Thefinal constraindefined inEq. (3.122), conservation omomentum, can be expressed as

A 26 2,
Azgvxt%'l - (sz +Xiz - 1)-%'1

o

(3.127)

2A[oiT 28,2 a=0"
+@(sz' Xiz)(sz +X,,- 1)%'13Jt - \/M(sz - Xi2)8=0

RTo (gb - 1) e -1

Using the constraint equatiortbe throat velocity maye found toreach or exceed the
local acoustic velocityepending on boundary conditis and throat flow area. However, the
particle velocity at the throdt): cannot exceed the local acoustic velocity. Therefore, new
relationships must be derived for choked flolhe ratio between the throat and 0D volume
pressures for chocked flowknown as the critical pressure ratican be derived from the

conservation of energy equatiofi$ie critical pressure ratio derivedas

(3.129

By substituting pressure relationshipsoiEq. (3.128), the throat pressure amplitude ratiocan

_ 2
X, =X, /gb+1- (3.129

Now, the particle velocity at théatoat can be calculatetirectly by

be directly determined by

U, =a = XJg TR, . (3.130

Choked inflow allowsX; and U; to be calculated directly usingg. (3.129 and Eq. (3.130.

Visualized inFigure 3.11(b), the remaining unknown parameteXs; and Toz, areevaluatedoy

60



solving the conservation of madsq. (3.107), and energyEg. (3.109), equationsassuming

velocity atStation 2 is subsonic

3.6.4 Pipe Outflow Constraints

Pipe outflow, defined by: < 0, requires the same number of constraints as the pipe
inflow. The unknown variables2, X, Tot, To2, andU;, are determined from conservation laws
and isentropic relationships. As before, flow contraction is assumed isentropic. Thus, for pipe

outflow, the throat and Station 2 reference temperatures can beddagine

Tor =Too =Toc . (3.13))

As flow exits the throat, the gas expands into the open space of the yohaaiting significant
turbulence. The dissipation of energy due to turbulence has tratitithe®n assumed toot
produce pressure recovery. With no pressure recovery from the throatvvtauhe implyingp:

= p, the throat pressure amplitude raXias defined as

X, = _13 (3.132)

The assumptions ifEq. (3.131) and Eqg. (3.132 provide direct solutions tdot, Toz, and X:.
Shown inFigure3.12, the remaining unknownariablesU: and X2, can be determined from the
conservatio of mass and energy equations. Like pipe inflow, mass and energy must be
conserved from Station 2 to the boundary throat. Substituting acoustic wave variableg. into

(3.107), conservation of mass provides the constraint

2

CDAUt(Xt )9%1 - ‘gz'?\zlv%Tosz (sz - Xi2)(xr2 + Xi2 - 1)971 =0 (3-133)
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Using the principles discussed for pipe inflow, the conservation of energy g\ (8.108)

can be expressed as

(3.134)

Ty, =Tye
U = -a,

!

@

Figure 3.12: Boundary constraints and unknown parameters for(a) subsonic and(b) choked
outflow (unknowns circled)

Tp; = Tye

When solving forlU: and X;> with the constraint equationthe throat velocityJ: may be

found to reach or exceed the local acoustic velobligw relationships must be introduced for

choked flow. The isentropic relatidmps defined inEq. (3.131) are still valid for choked

outflow but velocity isrestrictedby
Ut =-a =- Xt ngOIRb (3-13@

With the constraint, the pressuerovery assumption defined ky. (3.132 canbe dropped for

choked flowand Eq. (3.135) is substituted into the conservation of mass and energy equations

Substituing Eqg. (3.135) into Eqg. (3.133), conservation of mass for choked outfloecomes
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%t 2 2
- CoAVG TR, (Xt )?‘;‘1 - g—p_‘z:l_\/ngosz (xr2 - Xiz)(xrz +Xis - 1)95'1 0_ (3.139

b

Substituting Eq. (3.135 into Eqg. (3.134), conservation of energy for choked outflatven

becomes

2 Xiz)2

r

= 2
%—E_[Tm (Xt)z ) Toz(xrz +Xip- 1)2]+ SngOtRbXt - 26,To,R, (X

9
N=0. 3.13
9% é 2 (gb - 1)2 ! ° ( K

u
a
By defining U: directly and dropping the pressure recovery constraintand X» become

unknownvariables which can be solved wildy. (3.136) andEq. (3.137) assuming velocity at

Station 2 is subsonic

3.6.5 Solution Overview

When determining the massidenergy flow ratestahe interface between a 0D volume
and a 1Dcell, four distinct situations can be encountered: subsmflow, choked inflow,
subsonic outflow, and choked outflow. Each situation requires different solution apprcauhes
becauseboundarystate variablesre not available, constraints must be formed using acoustic
wave information After expressing boudary variables in terms of reference temperatures and
pressure amplitude ratios, five unknown variables must be determdped:, Toz, Toz, andUx.
Some constraints provide direct solutions slome of the unknowns, while the remaining
variables must beolved iteratively. After solving for the unknown variables, the mass and
energy flow rates at the boundary can be determiNedbcity range, unknown variables,
directly applied constraints, and iteration equation numbers are summarizauled.2 for each

situation.
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As mentionedpreviously the constraint equatioriisted in Table 3.2 cannot be reduced
and must be solved iteratively. Based on experience, Blair found the NBafison method to
be stdle, accurate, and fast for solving boundary constrf22 To implement a Newtotype
solver, equations must be continuously differentiable. For a given flow condition, equations meet
the requirementWhen considering the solution as a whol®wever, equations are not
continuously differentiable dtk = 0, Ut = &, or Ut = -a.. As a result, each flow condition is
evaluated separately. The previously determidedictates the solution method, and akech
iteration the next solution method is deteéned by the updated:. Therefore, the overall solver

can alternate between subsonic inflow, choked inflow, subsonic outflow, and choked outflow

equations without encountering a derivative discontinuity.

Table 3.2: Solution summary for boundary conditions

Subsonic Inflow| Choked Inflow Subsonic Choked Outflow
Outflow
Velocity 0 Wp<a Ut = a -a<Ui<0 Ut = -a
Range
Unknowns| X2, Xi, Toz, and Xr2 andTo2 Xr2 andU¢ Xr2 andX;
Ui

Direct Tot = Tor Tot = Tox To2 = Toc To2=Toc
Constraints 2 Tot = Toc Tot = Toc
X = x11/ -1 U, =X.aT

g +1 X 3 ) 524 t VTR

Ut = Xt ngOtF?b t ééog
Constraint| 3.123 3.125 3.123and3.126 | 3.133and3.134 | 3.136and3.137
Equations | 3.126, and3.127

3.6.6 Boundary Mass and Energy Flow Rates

After calculating unknown variables listed Table 3.2, boundary mass and energy flow
rates, i, and &, can be calculated wiffoz, Xiz, andX.2. Note that a abrupt change in volume

pressurep: or temperaturel; inevitably translats into an abrupt change boundary mass and

energy flow rates, and as a result, causability issues To prevent numerical instabilityhe
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rateof changeof boundary mass flow ratg4 shown inFigure3.13 mustberegulated Therate
of changeof 4 can be determinely applying theconservation of mmentum from the cell

center to Station ZHowever, he resulting formulationvould include half the cell lengthand
according to the CFL condition defined k. (3.45), the stable time step would be halved as a
result Additionaly, the formulatiordoesnot follow the centratlifferencescheme utilized by the
staggered grid approacionsidering the issues with applying the momentum equatenrate

of changeof 4 is regulated by a time constdt Using /4, as the target magew rate, the rate

change in#, is defined as

) (3139

The time constarii} can be selected based on the simulation time step or the CFL condition.

A, p
2

U, y, o) T PeTe
2 "2 UCyC‘
U, »; . '

Figure 3.13: Mass and @ergy flow rate across boundary
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3.7 Flow Junction
Connecting more than two pipes requires a flow junctiazatoulatethe mass and energy
flow rates for each branch. The junctiegnilar to 1D control volumes, consess mass and
energy while momentum is calculated at the boundaries by the adjoined pipe model outlined
previously Unlike the 1D pipe, e junction model accounts for pressure éssg each branch

according to theonnection angle and mass flow rate.

3.7.1 General flow junction

In general multiple 1D pipe branches can be connectetl a single point in any
orientatbn. The direction of thei™ inflow branch is represézd by the unit vectam;, and thej™
outflow branch direction is characterized byas shown inFigure 3.14(a), where the angle

between two branches can be calculated by

g, =cos*(n, C"hj) (3139

The inflow or outflow condition can switch during simulation depending on the adjoined pipe,
but the unit vector remains constahhe junction has volumeV, and statesariablesshown in

Figure 3.14(b) are determined by conservation laws and flow from each branch. To calculate rate
of changeof momentum at each branch, the junction provides pressure to the adjoined pipe

model, and in return, the connected pipes provide mass and energy flow rates.
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L T T

Figure 3.14: Junction (a) orientation vectors and(b) general flowrepresentation

Adjoined pipe modsl requirecharacteristic lengtto calculate the ratef changeof
momentumat each branchThe charactert&c length for each branch is defined as the distance
from the branch boundary tm @pposingsolid surface orrother boundary. Therefoneferring
to Figure 3.15, each branch haa virtual cell center atL/2 from thebranch pig boundary.
Pressureat eachso-called cell center depends on flow direction: change in pressucdkring
inflow andeachoutflow branchhasan associatetbss in pressure. Tsimulatebranch pressure,

a pressure loss coefficie@t can be introduced asfanction of flow characteristics and branch

angle.In generalthei® inflow pressure anfl” outflow pressure are defined as

p=p

I#.
and pj =p- CL,j TJ (3-140)
]
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Figure 3.15: General junction characteristic lengths and pressure calculation parameters

Pressure loss coefficients can be determined experimentally, but to remain predigtive,

is calculated by a correlation publisheglBassetet al [90]:

AR, &3 0
C.,=1- 1 "Xcosge \p- gy, 3.141
Lj A\jatr#lj 94(0 Qyat )9 ( )
Bassetetal. suggested taking the datum, denoted wi

largestinflow rate Although the simplificabn provides accurate results in most flow conditions,
the assumption can produce numerical instability when two flow rates enter the junction near the
same flow rate: the loss coefficiadgfined in Eq3.141 can widéy vary with differentdyat

angles. Therefore, the loss coefficients are averagedtwMrinflow branchessuch that

Ne A/’

A A

CL,j = N (3.142
am

i=1

~
RN
>

CO%(U‘ a; )g
¢4 )

where the angldjj is defined in Eq3.139,
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3.7.2 T-junction and Y -junction

Frequently encountered in engine modeling, T andnc¢tions arespecialforms of the
junction model presented previously. Thguhiction shown inFigure 3.16(a) has a mai pipe
with a branch entering the junction at an anfgld.ike the 1D flow model, the characteristic
lengths of the straight sectioii(and L2) are defined by the discretization length, wHite
depends on the pipe diamef@rain and angleb. By definition, the characteristic length is the
distance from an goined pipe to another surface or the distance to another pipe boundary; thus,

Ls can be defined as

f Pmain if Dmaintar%? +£§ < h

L= S|r|1_(1b) c 24 2 (3143
T |
 2codb) -

Referring toFigure3.16(b), the Y-junction spits from a main sectiomto two brancheat a half
angle ofU, which can be used to characterize an intake or exhaust port with multiple valves.

AssumingareasonablygmallU, the characteristic lengths for each branch can be equated.

(b) \
A,
o
< gl
® : ‘.E2 o
ml: ! *
o <g---1
E, ! "A3 ’
: \m; “
LL]LzLj—-.|

Figure 3.16: (a) T-junction and (b) Y -junction model parameters
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CHAPTER 4
ENGINE CYLINDER AND DYNAMICS MODEL S

An internal combustion engine convectsemical potential energy to mechanical energy
by combusting fuel in a contained cylind€he exothermic reaction raises the tempemaif the
cylinder gasses, thus raisirtge cylinder pressure and forcirtge piston dowmvard A slider
crank mechanisrthen conves the linearpiston forcento arotatioral torque.Fuel mass, aifuel
ratio, combustion rate, ignition timindyeat transdr, and exhaust outflow all contribute ttoe
outputtorque From a modeling standpointig 1D flow model predicts mass transfer into and
out of the cylinder during intake and exhaust, while the cylinder model predicts piston force.
During each engine cye, conservation laws, equation of state, and a heat tramsigelpredict
the cylindempressureThe exothermic reaction is modeledsed orthe burn ratewhich can be a

simple fit or predicted based on cylinder turbulence.

4.1 Crank Dynamics
A reciprocaing piston engine utilizes a sliderank mechanism to convert linear piston
forces into rotational torque. Referring to the engine sldenk mechanismshown inFigure
4.1, piston positiorx, has a nonlinear relationship withet crank anglel. that depends on the
strokeLs and rod length.;. The distance from the crank axis to the wrisgpoan be determined
by the law of sines and cosinssicethe crank rotational radius is half the cylinder stroke.
Assuming the piston origin to be piston Top Dead CentelPC) andx, = Ls at Bottom Dead

Center (BDC) piston positiorcan be calculated as
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a
x, =L +a-s=L, +%- %cos(qc%\/er - L;r sinz(qc)
¢

o

(4.1)

o

Like position, the instantaneous piston sp&gbas a direct relatisship with the crank velocity

¥ Differentiating Eq. 4.1) with respect to time, yields

e o
é u
d é u
o = % :_SM/Csin(qc)é]_+ Coiq‘:) u (42)
a2 é |a2L§ ., W
é gLrg-sm(c)g
e ¢ =~ d
where the crank velocity. is defined as
dg
w. = —=<. 4.3
¢ = gt (4.3)

Frequently, the mean piston speégl is an important parameter for discussing engine

characteristics and predicting the cylinder heat transfer coefficient. Averaging.Bgo\er a

crankrevolution results in

5=

P

X

(4.9

Referring toFigure4.1, cylinder pressure produces a resultant féicthat axially lads
the connecting rod. The connecting rod then applies vertical and horizontal forces to the
crankshaft creating rotational torquéleglecting connecting rod friction and inertial effects, the

i'" cylindertorqueTe, is given by
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I;sin?gc +arcsir§£2|'ljr sin(qc)_gé
T, =F, & (4.5)

coé@rcsir%‘ir sin(g, )%

If the sum ofthe cylinder torquegxceedshe load torquélicad, the crankshaft will accelerate,
and if Tioad €xceeds the sum of cylinder torques, the crankshaft will decelexpfdying

Ne wt oecobdslawsor rotational motion, crank acceleratibis governed by

@. Tc,i - Tloadc_)’ (46)

whereJ; is themoment ofinertiaof the rotating assemhlecause piston and rod mass are

neglectedall inertial effectsarelumped intaJc.

[T Top Dead Center (TDC)
By A

----- F == 4i- = 4 = - - - - - - - Bottom Dead Center (BDC)

=]

8]

Figure 4.1: Engine slidercrank geometry
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4.2 Cylinder Conservation Laws

The cylinder is modeled as apen thermodynamic system, where the pressure inside the
cylinder is assumed uniformneglecting3D flow field effects If the combustion chambes
treatedas ahomogeneousingle volumethe cylinder model is referred to asinglezoneii z e r 0
di mensi omalél dhe\(oldnie)temperature and pressure are derivad fronservation
of mass and energ¥f the combustionchamberis splitinto burned and unburned zones (fwo
zone model), the modé& sometimegeferred toasfiquasidimensionab The flame spherically
propagates from the spark location until quenched by cylender walls, thusrequiring
consideation of chamber geometryBoth zones have the same pressure Oifferent
temperaturest-or modelingthe gas exchange process and compression, a-gmgtemodel is
typically used. During combustion, a singlene or two-zone approach can be used.

Conservation of mass and energy for the two models are discussed.

4.2.1 SingleZoneand Gas ExchangePeriod

Cylinder temperaturdcy and pressur@cy vary according to the conservation of mass
and energy. Referring tbigure 4.2, mass flows across the boundary throdghntake and
exhaust portsAssumingthat theflow into the cylinderis positive, the conservation of mass

stateghat

dm, _ X
— 9 - 4.7
p EII#L ’ 4.7)

wherek indexes intake and exhaust valvéairing intake and exhausthe rateof changeof
cylinder mass fractiong, depends otheflow diredion. Thek™" boundary mass fractioysound .k

are defined as
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_ ?y portk Iﬂ( 20
ybounck =1

i ycyl I#K <0, (48)

whereyportk is the mass fractions in tHé' port. Applying conservation of mass for each gas

species during intake and exhaust gas exchange results in the following:

d N
a (ycyl r‘ncyl ) = a. yboundkrﬂ (49)
k=1 )

For a singlezonecombustionmode| the rateof changeof mass fractions in the cylindgt,, ., is

determined by a burned gas prafiBy combining the combustion rate contribution and the

conservéon of mass relationship i&qg. (4.9), the cylinder gas speciesgeverned by

d 1 aN
_(ycyl) @ ybounckrﬁx a ycyImL O+ y'tcomb (410)
dt rr.Lyl Ck=l

Qu \ p/ ) TTDC
c}] c}! ycu’ : xp
|

Figure 4.2: Diagram of engine cylinder control volume

Thermodynamic statesre derived fromthe gasmassin the cylindermcy, volume Vey,
and internal energli.y. Referring toFigure4.2, theinstantaneousylinder voume changes with

piston displacement, according to

Ve =V + XA, (4.11)
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where A, is the piston area andc is the clearance volumé@®uring expansion, the cylinder
volume increases, producingovk. During compression, work is applied to the control volume.

The worktransfer rate out of the cylinder volume is the product of piston force and velocity

W, =% A P, (4.12)

cy!

According to tle first law of thermodynamics, work, flow, and heat transfer crossing the control
volume boundaries shown iRigure 4.2 govern the rateof changeof internal energyEcy.

Applying the first law of thermodynamidsads to

% :g gk - v#cyl +(5w (413)

wherethe k" energy flow ratelﬁ is determined by the 1D flow model akel can be defined in

terms of specific internal energy or enthalpy as
Ecyl = rT‘Lylecyl = n’Lyl hcyl - pcyIchI ] (414)

Note thatEq. (4.13) does notnclude combustion heat additib@causeenthalpies and energies
are expressed relative to the same datum.

Cylinder pressurgcy and temperatur&cy must be derived fronthe volume Vcy, mass
Mmeyi, and internal energlicy. For an ideal gasnternal energyEcy is a function of temperature
only, which mears thatTcy can be calculated froracy and the internal energy lookupble.

Using the cylinder temperature, the ideal gasl&ads to

TC
Py =TS (@19

cyl
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With a real gas law, internal enerdsgy, becomes an implicit function of pressure and

temperature, and dglder pressure and temperature mustddeulatedteratively.

4.2.2 Two-ZoneCombustion Model

The conservation laws presented in the previous sedgdine cylinder states during
intake, exhaust, and singt®ne combustion. For a more accurate representatioombustion,
the burned and unburned gasses can be separated into two distimee® two-zone model.
Shown inFigure4.3, the twezone model assumesuniform cylinder pressurpey with separate
zone temperaturesl( and Ty) and mass fractionsy and yy). Typically, the burned zone is
approximated as a partial sphere with the origin at the spark location. Therefore, as combustion
progresses, the unburned gases phssugh the spherical flamiont into the burned zone,

consuming the unburned volume.
Unburned Burned

' ) "ﬂyb\?‘if b TDC
I |
A
P

T, pcﬂ\\pcyl |

1 1

Figure 4.3: Diagram of two-zone combustion model

Physical onstraintsand conservation lawsust be used to determine the thermodynamic
states shown in Figure 4.3. Assuming no flow through the valves during combustion,

conservation of mass provides the relationship
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am, __dm, _ 4.16
dt dt omb, (4.16)

where /4, is the mass burn raten is the burned mass, and, is the unburned masBy

neglecting heat transfer between the two zormsservation of engy applied separately to each

control volume yields the followingquations

d(u,m,) dT dm
U =m,G u —t=. I G 4.1
dt Y dt T dt Pey dt ~ Moo v (4.17)
d(u,m,) dT, dm
m, =mgG,, —> H 4.18
dt b dt dt pcyl hu omb "~ @)’ ( )

wherecy is defined asy = du/dT, Ssubscript Audo denotes unbur ne
burned In order tosolve for the rate of changeof zone tempratures the volume derivatives
must be derived from the ideal gas laifferentiating the ideal gas equati¢tefined inEq.

4.15) for single zonejor bothcontrol volume leads to

dv pcy. dT
4ty =RT, m,R, —* 4.19
pcyl dt u U 4. dt , ( )

dV, dpcy, dT,
Y% 4y =RT, mR, —2 4.20
Mgt > dt dt . (420

CombiningEq. @.17) and Eq. 4.19) ard usingthe specific heat relationshg,u + Ru = cp,u, the

rateof changeof the unburned gas temperatdigbecomes

dT, 1 dp,, Q
4= 421
dt rnJcpu Yodt (ﬁ‘ﬁ (421

Similarly, combiningeq. @.18) and Eq. 4.20) gives

@ e B, T, )- dg (422)

MCpop € dt

I C(DOz
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The rateof changeof cylinder pressuralp./dt in Eq. @.21) and Eq. 4.22) can be
derived from the model constraints. The total cylinder volume defined irdEq) provides the

constraints

Ve =V, Y, (4.23
d\4m - dv, + dav
dt dt dt.

(4.24)

SubstitutingdVi/dt and dW/dt from the ideal gas law equations (E4.10) and Eq. 4.20)) into

Eq. @.24), the following can be concluded:

dv,, zéVb Vv, g#c +Vu dT, +Vb dT, Vi dp,,
omb
dt ¢ m, = T, dt T, dt p, dt .

(4.25)

Finally, dpey/dt can be derived by substituting E4.21) and Eq. 4.22) into Eg. @.25) and

rearranging:

dv,
Py O e, (R, -RT,)+ 0+ 1o+ Doy )
dp,y _ dt Cou Cop Cop (4.26)
dt iVu +ivb - chl
Cp'u prb

In summary, e rats of changeof my, Ty, andTy are calculated by Eg4.(6), Eq. @.21),
and Eq. 4.22), respectively. Thereforen, andTpr must be initializedat the start of combustion.
The initial burned temperatur® is assumed to bat theadiabatic flame temperature, and to
initialize my, the burned masw, is derived from the initial spark volume and subtracted from the
total cylinder mass. During comMlies, gas properties are calculatedh the appropriate zone
mass fractions and temperature. Cylinder pressure and zone volumes are derived from the ideal

gasequations of state
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_MRT,+mRT, @27

pc -
v V,, ,
v, = LR, (4.28)
pcyl !
V, =V, -V, (4.29)

4.3 Cylinder Charge Motion and Turbulence

Turbulence significantly impacts combustiondanylinder heat transferTo predict
turbulence, the cascade concept is frequently empogedrgy from the mean charge motion
produce turbulent eddies on the scale of the flow geomethjch break into progressively
smaller eddies until the turbulencessipates at the smallest scale due to viscous.dbaedang
the intake phase,ldw through the intake portproducesmean charge motignfrequently
described as swirl and tumblitake flow kinetic energynot converted to swirl or tumble
motion producegurbulence During compression, the rapid increase in density and decay of
mean charge motionesult inturbulent kinetic energyproduction. At the same timé&jnetic
energy of turbulence ahe smallest turbulent length scales dissipat@o internal enegy.
During expansion, little or none of the mean flow remains, and turbulent kinetic energy
continues to dissipatélhe turbulent kinetic energy andddy length scalesontribute to the

turbulent flame speed.

4.3.1 Mean Flow Model
Intake port geometry, valvétl engine speed, and air flow rate all contribute to the mean
charge motionCylinder flow can also be actively controlled griablevalve lift, valve timing,

swirl flap, or tumble flap.Therefore, several factors must be considered in order to estimat
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cylinder flow across a wide range of operating conditiQytinder flow would be best described

in three dimensions usinge NavierStokes equation®ut the approach oo computationally

expensive As an alternative, cylinder charge motios often characterized by angular
momentum The rateof change in angular momentum due to intake flow and turbulence
production can bealibrated to match experimental data or CFD simulafjfhiy Referring to

Figure 4.4, angular momemmm about thez-axis L, referred to afiswi rl , 0 i s gene
asymmetric flow through two intake ports or by pgebmetry Angular momentum about the

axisLy, r ef err ed tgeneraes byiportlgeoméetre aimdintdakes portoffsetfrom the

center of the cylinder. Angular momentum aboutytais, minor tumble, is ignored. All tumble

motion is assumed to be about fhaxis.

Exhaust w Intake
valves . O ‘ valves

Tumble

Figure 4.4: Simplified cylinder flow model characterized by swit angular momentumL, and
tumble angular momentumLy
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The angular momentum vector describing the cylinder charge motsdefined as

elL,g el w o

_¢ u_ée u
L - éLyu— éJyWyl:l’ (430)

e..u e.wH
whereJx, Jy, andJ; are moment ofriertiasaboutthe three axesand¥x, ¥y, and¥; are angular
velocities abouthe corresponding axeShown inFigure 4.4, Ly represents tumble andl;

represents swirlThe moment of inertias are approximated for a cyinder wiameterB and

heightxcy, defined as

Noy (4.31)

B .

Usingacylinder approximatiomnd assuming tumble rotatiém be centered atyi /2 above the

chl =

piston, thexandy moments of inertiara defined as

eR2 ’g
3.=3, =T B X g (4.32)
Y4 64 3

For rotation about theaxis, svirl moment ofinertiaJ; is defined as

2
- _mcg B 4.33)

Note that Jx andJy decrease during compression whllgemains constant. Therefore, without a

resistive torque, tumble velocitiesx and ¥y increase whiley, remains constant during
compression.

The rateof changeof angular momentum is determined from th&ake flow, exhaust
flow, and interaction with combustion chamber walls. The following assumptionsadeto

model swirlL; and tumbld_x angular momenturf91]:
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1 The minor tumble angular momentumis neglectedLx accounts for all tumble motion.

1 Tumble and swirl are treated indepemdy.

1 Exhaust backflow has a negligeble influence on the charge motion and turbulence.
Therefore, intake flow is the only driver of angular momentum.

1 Massof gasexiting the chamberolumecarries angular momentum

1 Combustiomn does not affect mean charge motion.

Using the assumptions, the ratechangeof tumble angular momentut can be calculated as

dL, =t . +t

x,in x,shr ~
dt

L, . (4.34)
r‘ncyl !

where(lin is the tumbletorque generated from the incoming floWsnr is the tumble resistive
torque resulting fronshearforces, andiex is the total mass flow rate exiting the chamber. In a

similar fashion, the ratef changeof swirl angular momenturh, can be calculated as

dLZ :[zin +[zshr_ Lz r#ex (435)
dt ‘ ‘ my, »

where;n is the swirltorquegenerated from the incoming flownd Uskr is the swirl resistive
torque resulting from shear forcds. Egs. 4.34) and @.35), the first terms represent charge
motion generated by flow through the intake valves. The second tepresent fluid shearing
forces and wall friction that produce turbulesddies. The final tersmaccount for the loss of
momentum caused by gases exiting the chanfipeugh intake or exhaust valvéecausdittle

to no angular momentum remains at the start of the exhaust phesirrent cycle has little
impacton swirl and tumblein subsequent cycle$hereforeLx andL; quickly reach steady state

and can be initialized to g =L, = 0.
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The ability to produce swirl and tumble is frequently quantified by dimensionless swirl
and tumble numberdNg and Nt) measured on ateady state flowbench. The ratio between
tangential and ideal velocities is one definition of the swirl and tumble nurpbéfished in
literature[92], [93]. This definition results in the followingelationships between cylinder flow

and torqud92], [93]:

8.
Ng =— 2 (4.36)
m‘n Buln !
8t .
Ny =— % (4.37)
rﬂn Buin '

wheredn is the total intake mass flow rate, amglis the intake flow velocityNs andNr can be
correlated to several facteiavolving valve lift, tumble flap angle, swirl flap angle, and pressure
drop. Because differences in flow ratestvieen two intakevalves affectswirl and tumbleNs
and Nt cannot be treated independently for each valve. Yun and Lee, for example, measured
swirl and tumble numbers for several combinations of left and right intake valveildticing
a two-dimensional lookup tabl®2]. A similar approach could be used for a swirl or tumble flap.
Without charge motion contrdNt andNs can be modeled as funct®af valve lift only, butthe
effect ofpressure drop caadsobe included for more accuracy.

Fluid shear stresses amdhll friction degrades swirl and tumble kinetic enerdi@$],
[95]. The resulting shear torquelsn andUshr can be determined by integrating the wall friction
over the chamber surface and fluid stress over chamber volume but would require knowledge of
the spatialflow field. Grasreineret al. modeled swirl and tumble flow field as a Tayléreen
vortex and correlad angular momentum decay using 3D CFD simulat[@d$ The authors

defined the ratef changeof angular momentum due to shear as
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dL..
Léli[’sm =1 dirshr = I—dirYdir\/E (4.39)

where (air is the charge motion time daying function for a given direction, arldis the
turbulent kinetic energy. Because the flow structure depends on the chamber geQueti,

d; vary with piston displacement and can be adapted to various piston and cylinder head designs.
Shown inFigure4.5, tumble decay increases as the piston approachedliBP® thesubstantial
deformation of the tumble vortex. On the other hand, the swirl vortex shape can be preserved,
and the increase if]; as the piston approaches TD(dae attributed to increasing frictional

losseq91].

(1/m)

40

-60

U and ¥

X

-80

_100 1 1 1
TDC 1 BDC

x /B
oy
Figure 4.5: Charge motion decay functiong]x and . derived from 3D Taylor-Greenvortex
simulations (Adapted from [91])
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Intake flow kinetic energy is conserved in the form of mean charge motion, turbulent
kinetic energy, and internal energy. Rotational kinetic energy in each dir&igm: resulting

from Eqs.(4.34) and @.35) is defined as

KE =

dir,rot

Jair Wir :% (4.39)

NI

wheredir can be substituted for each axifie transfer of swirl and tumble rotational energy to
turbulent kinetic energy is derived from the shear tordigsand Ush. ASsuming quassteady
volume geometry (constadii), the rateof changeof kinetic energy due to shearing forces can
be detemined by differentiating Eq.4(39) and replacing the rate of changeof angular

momentum with the shear torque:

d{KE, - B A
( dlr,rot) — Ldlr aaedl-dlr 8 =i[dir <hr (4.40)
dt dir € dt =,  Jur S

'S

Similarly, the rateof changeof rotational kinetic energy due to intake flowdistermined by

d(KEyp o) _ Loy 8Ly, 6 _ Ly
ir,rot/ — Hdir ir = —dirp 4471
dt Jdirg dt 3 Jdir dlr,m. ( )

4.3.2 Turbulence Model

Turbulent flow is irregular and chaotic, consisting of turbuleniesdoh a broadange of
length scales. The largest length scales are on the order of the flow geometry, and according to
Kol mogorovds theory, e nsetransferred topoognessivdlyesmdllea r g e r
eddies. The cascade process continues emgéitgy athe snallest length scale dissipates due to
viscous forceqd96]. When observedrelocity ata single point in space, turbulence results in

fluctuations around the mean velocity. Assuming isentropic and homogeneous turbulence,
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turbulent kinetic energk is defned from the roetneansquare of the velocity fluctuations,0

such that
k= gu'z (4.42)

Simplified versions of thé&Uturbulence model have frequently been usequiasidimensional
combustion models to determine the ratehangeof turbulent kinetic energi and dissipation

r a t ’urbulent kinetic energy and dissipation rate are averaged across the combusticer chamb
volume.The impact of combustion on turbulence is captured by a modifying factor in the burn
rate model discussed later, assuming combustion does not affect turbulence in the unburned
zone.Borgnakkeet al described the turbulent kinetic energy balatwéave productiorP,

diffusion Fipound and dissipatiotterms[97]:
dk .. © 2
e H( + a ém(lzk,bound_ k)l:J' e (443)

The production ternfx represents the transfer of mean flow energy to turbulent kinetic energy
Pxshrand effects due to rapid changes in derBityns Thediffusion termFyhoundis treated as a
boundary flux, where fluxes include intake fl&in and fuel injectiorF,nj. The boundary mass
flow ratednoundonly includes flow entering the cylinder becauss defined on a per mass basis.
The dissipatiomateterm Urepresents the rate at which turbulkinietic energy is destroyetike
mean charge motiok,has little dependency on previous cychked can be initialized as= 0.

Like turbulent kinetic energy, the dissipation rate is affected by incoming flow, rapid
changs in density, and mean flow. One equatictymodels estimat&based on the integral

length scald the largest length scale. Twguationk-Umodels include an equation for the rate
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of changeof Uderived from theNavierStokesequations[98]. Taking a similar form a€q.

(4.43), the balance equatidor Ucan berepresente¢d7]:

pY

e 2
% = Pe + a e:rﬂmund(Fe,bound_ e)l:J' De (444)
dt @ rncy| u 1

where Pg is production, Fgnound is the boundary flugs and Dg is the rate of destruction.
Dissipationrate initial conditions depend initiak. By settingk = 0 initially, U= 0 at start of
simulation.

Along with turbulent kinetic energy, eddy length scales iarportant for predicting the
burn rate.In the twoequationk-Umodel, thelargest turbulent length scale, thetegral length

scalel;, is defined as

(4.45)

=~
m|m\w

whereC, is an empiical constant typically suggested lbe 0.09. At the smallest length scale,
Kolmogorov length scaldk, viscous stresses cause turbulent kinetic energy to dissipate. The

Kolmogorovlength scale is defined as

(4.46)

i
i
1,

O
D

where3 is the kinematic viscosity of the fluidThe Taylor microscalér, smaller than, and
larger thanlk, is used to model the eddy burn up tifdé], [47]. The Taylor microscale is

defined as

(4.47)
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Kinetic energy crossing the volume boundary contribute to turbulent kinetic eaedgy
mean chargenotion. By subtracting the ratef changeof the meankinetic energydue to intake
flow (Eq. 441) from the total intake kinetic energy, the intake turbulent kinetic energy

contributionFgin can be calculatkas

Fein zluinz - ia. Lar L i in
2 m‘n dir ‘]dir )

(4.48)

Fuel injection is assumed not to contribute to the mean charge motion. Therefore, all kinetic
energy is represented as turbulent kinetic energy. The direct injectidribatan Finj is

defined as

Fo=1y 2 (4.49)

k,inj inj
J 2 ] ,

where uiy is the velocity through eacinjector hole. The effect of exhaust backflow on
turbulence is neglected.

Intake and direct injectionontributions to thelissipation rate are derivessuminghe
integral length scalef theincoming flowto beproportionalto the flow dimensionUsingintake
valve lift Ly as the flow dimensiorand rearranging Eq.4@45), the intake dissipation rate

contributionFyin is defined as

Ll 450
" Ce.valve I_V ’ ( )

whereCgaiveliS a tuning constant. Similarly, the injection dissipation t&ten Fginj can be

written as

inj? (451)
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wherel, inj is the integral length scale of the incoming fldvote thatin represents all injector

holes and may not be easily determined from hole diambte can be tuned.

Meanflow kinetic energyKEmtqir is converted to turbulent kinetic energy as a result of
wall friction and fluid sheaFromEq. @.40), turbulent kinetic energy productioasulting from

shearPxshr can be written as

1 .. L,
I:?<,shr =- a Ldlr [dir,shr ) (452)

g dir Jai

A standardk-U model relates turbulence production tefrsnr to the rate changef the

dissipation rat®y, iy

e,

P shr = Cel_ |:T«shr (453)

LAY

whereCuq is an empirical constant typically suggested to equal 1.44. SimilarlyJdastruction

rateDuis related to thélby

D,=C

e

e
- 454
. (459

whereCyg is an empirical constant typically suggested to equal 1.92.

In addition to turbulence producddom the mean charge motion, Borgnakke al
derived aturbulenceproduction term to account for the effexft compression and eapsion
[97]. Using rapid distortion theory, turbulence produced by rapid changes in dek&ityis
modeled as

2k drcyl

= 4.5
k,dens 3 dt . ( 5)

cyl
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Assuming turbulent angular momentum to be conservedyribduct ou @andl, remains

constant during rapid distortion. Therefore, the following can be conc[@dgd

e, dens 3fcy| dt .

(4.56)
4.4 Spark-Ignition Combustion Burn Rate

For a typical SI engineir and fuel are uniformly mixed in the combustion chamber prior
to combustion. After the intake valve closes, the piston begins to compress the mixture, and near
the end of the compression stroke, the spark plug initiates combustion. The electriogdischa
between the spark plug electrodes creates atkigperature plasma kerri@]. The kernel then
develops into a propagating flame front as showFRigure 4.6(a). At the thin flame sheet, an
exothermic chemical reaction ocsurand the unburned mixture is converted to combustion
product s or Enéldsadoy the pistog, ayinded wall, and cylinder head, a turbulent
flame develops and spreads within the combustion chamber as shéiguie4.6(b) and (c).
When the flame front reaches the chamber walls as showigime 4.6(d), the flame can no

longer propagate

@ S B © @ y

Figure 4.6: Images of (a) early flame development, (b and) flame propagation, and (d) flame
termination (Adapted from E. Chan et al., 201099])

Several factors influence the rate in which the flame propagéteseaction mechanism
for combustion of a hydrocarbon evolves numerous intermediate reatttadsctatethe flame

speed. Modeling the reaction from a chemical kinetic perspective would be computationally
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expensive and would still natecessarilyprovide an accurate prediction of cylinder pressure.
Flame propagatiorspeedalso depends on flow wiin the combustion chambeincreasing
turbulenceintensity during combustion increases the flame propagation speesl making
piston speed, intake geometry, and chamber design importantsf&itaplified models tuned
with experimental data or CFD sitations must be used to represent compierbustion
phenomenorwhen employinga OD or quasidimensional modelFitting the burn ratewith a
Wiebe function which will be described in the next sectiampne way to represent combustion
without consideringcombustion chersiry and turbulence. Becaus$igting does not include
physicsbasedrepresentations of combustioaccuracy willsuffer when operating outside¢he
tuned range.A turbulence entrainment modehowever, useslaminar flame speed and a
turbulence modetto predict the burn rate. Althougin entrainment model requires tuning, the
more predictiveapproach catbetter represertombustion outside the operating points used to

tune the model.

4.4.1 WiebeBurn Rate

Rate of combustion has been observed &mgally increase at the start of combustion,
rapidly increase during flame propagation, peak halfway through the combustion process, and
rapidly decline during flame termination. Therefore, the mass fraofibarnedgasysum creates
an -sfhsa p e 0 ottedh againstgrank anglBigure4.7). Based on experimental observations,
combustion rate is frequently fity a Wiebe function in the crank angle domain. The general

Wiebe function is defined as

+1

o

ybum:l_ eXp& awo
¢ Dg =+

Qo
Oy

-O:00

(4.57)

o8
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whered; is the crank anglaf is the crank anglatthe start of combustioml is the combustion
duration anda andm are fitting parameter$arametem defines the shape of the mass fraction
burned pofile, while a models combustion efficienc¥rom Eq. (4.57), combustion efficiency

deombcan be defined as

h. =1-¢? (4.58)

comb ™

Parameterm becomes 6.90&r an assumed efficienayf 99.9% To tunethe Wiebe function
parameterscylinder pressures are measured at different engine operating conditions, and the
burn mass fraction profile can be derivieg energy law analysifl]. As a resulta, m, andqal

vary with engine speed and load.
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Figure 4.7: Cylinder pressure and Wiebe mass fraction burned profile

4.4.2 Turbulent Entrainment M odel

The Wiebe mass burn profile provides an accueatamation of cylindepressurevhen
simulating combustion at or near thening operating conditionsBecause the actual burning
velocity depends on turbulence and unburned gas compositbarever,any changes in cylinder

flow or mixture at the start of combustion will pro@uimaccuracyFor example, altering valve
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timing affects the flow velocity into the cylinder, thus affecting tlelnce and flame speed.
Even spark timing has an effect on burn rate. Turbulanceflame structure vanyith piston
positiondue to changesiipressuretemperatureand cylinder volumeand by moving the start
of combustion, the burn rate changes throughout the combustion process. To optimize engine
parameters, a more predictive combustion model must béwaapto ensure better accuracy
overa wide range of operating conditions.

The turbulent entrainmentmodel includes cylinder turbulence geometry, and
composition when predicting the burn r§@], [47]. Depicted inFigure 4.8, the entrainment
model represents combustiontwo stageslin the first stage, thenburned mixture is entrained
within the turbulent flame fronbut not onsumed. In the second stage, the entramesds is

burned. The rate at which the unburned gasses are entrained by this tlefireed as
= Ar,S; (4.59)

whereme is the entrained mass is the turbulent flame speeahdAs is the surface area between
unburned and entrained zon@s\ce entrained, the ignition sites are stretchetlithulenteddies
at the Taylor microscall until the unburned gasses become fully engulfed by the flaimee.

mass burn raté is governed by the eddy burn up titdend unburned entrained mass:

i, = @ (4.60)

Tabazynski used the Taylor microscdieto characterize the spacing between datsym

regions[46], [47]. By addinga tuning constar@,t o T a b a z y n(gikdefihed asno d e | ,
t,=Cl. /S (4.62)

whereS is the laminar flame speed.
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Entrained
unburned mass

spark location

Tabazynskrepresented the flame spe®das the sum of the laminar flame sp&and

the rootmeansquare of velocity fluctuations §46], [47]:
S =S +u (4.62

Several additions have been made by researchers to better match experimental observations.

Brehoband Nevman modetdthe flame speed with the following equatid@0]:

a "
S, =5 +C, |Tuyg- e Cueh C
ry 88

o

(4.63)

1O

wherers is the flame radius an@: and Cgev are tuning constanturing early combustion,
turbulence hagess impact orthe flame speed. The exponential term in E468) modelsthe

transition from laminar to turbulent flame sped&throughout combustionhé propagating flame
impacts turbulenceDifferent approaches haveeen used to correct Gor rapid changes in
density. The square root of the density raticm @.63) accounts for the effectombustion has

on turbulence.
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Area As can be determined from a 3D CAD model ggneric epresentatiorof the
chamberwith the flame frontapproximatedas sphere centered at the sparkpAidpookup table
for As can be generatday intersectinga sphere witlthe combustion chamber geometeylinder
wall, piston, and cylinder headt flame radus rr and piston position, breakpointsThe volume
inside the spher¥e can be determined from the geometry as a functioftaofe radiusrs and
piston positionx, as well.By integratingflame speed’E=  u 9, +t 8an be estimated and then
used to dtermineVe and As from lookup tablesHowever, the model becomes over constrained
whenderiving rs from the flame speed becaugg a function ofrs, is definedby the twozone
model constraintsThus, &suming the unburned entraingehsityto bej ,, theentrained volume

Veis defined as

VACIVATSLL S (4.64)

where the burned volumé, is defined in Eq(4.28). Now, Ve can be used dsreakpoints for the

As lookup table:

A = f(x,,V.) (4.65)

4.5Laminar Flame Speed
Under laminar flow conditionshé reactionlayer between the unburned and burned
zones(flame front)during premixed combustiopropagates in a controlemanner toward the
unburned mixtureBased on the observatigoremixed combustion is often characterizedhmsy
laminar flame speef . Detailedreactionmechanisms can be used to prefictas described in

[101]. Chemical reaction simulations ammputationally expensive and may raxcurately
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representhe burn rate. Therefor& is typically measured experimentaiynd fit to a power

law.

Table 4.1: Laminar flame speed coefficients for methanol, ppane, isooctane, and gasoline

Fuel Bm (cm/s) B. (cm/s) (m

Methanol[102] | 36.92 -140.51 1.11
Propang102] | 34.22 -138.65 1.08
Isooctandg102] | 26.32 -84.72 1.13
Gasoling103] | 30.5 -54.9 1.21

Several factors influences, including pressure, unburnedyas temperature Ty,
equivalenceatiot , anddiluent gas mass fractigni (i.e. EGRor burned gas residugl$n order
to determineS_ for various aiffuel mixtures Metghalchi and Keckneasured the burn rate over a

large range of operating conditions andsito the equatiol02]:

o j o Nb
T 0apo
a :SL,refa-u 8 a:) 8 (1- 2']'ydil) (466)
C ref = C'ref + !

whereTrer = 300 K andPrer = 101325 Pa and, b, andS. rer are fuel specific parameters that vary

with t . The fit parameters are defined as:

a=218- 0.8(f- 1) (4.67)
b=-0.16- 0.22f - 1) (4.69)
SL,ref = Bm + Bf (f - fm)z (469)

and )
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whereBm, B., andt n are fuel specifiditting parameters summarized irable 4.1 for various

fuels

4.6 Combustion Chemistry
To model thecombustion reaction, burned gas species must be determined from the
unburned mixture, stoichiometric constraints, and chemical equilibriGteichiometric
combustiorof an arbitrary hydrocarbon fuekidy in air can be expressed as

CXHy+§9(+%goz+3-76N2)' XCOZ+§%9—|ZO+3.7%(+%Q\|2 (4.70)
o + G ¢ S

where (Q + 3.76N) is a simplified model o&ir. FromEg. (4.70), the stoichiometric aifuel

mass ratio AFRcan bedefined

3 5 MW..
AFR. = 4.763x + X § " Wair_ 471
R C A=MW @.71)

fuel

The actual aHfuel ratio AFRacwal is greater tha\FRs during fuel lean combustion and less than
AFRs during rich combustion BecauseAFRs is fuel dependentcombustion conditionglean,

rich, and stoichioretric) are often indicated by the equivalence ratidefined as

AFR,

AFRactuaI '

From Eq. (4.70), the quantitiesof major lurnedgas species CQOH>O, and N can be
determined for stoldometric combustionor extended tofuel lean conditions { < 1) by
including exces®©». However,rich combustior(* > 1) produca a significant amount o£O and
H», requiring an additional relationshiBecause the chemical reaction occurs at a muchr faste
rate than thechange in cylinder pressure and temperatahemical equilibrium is typically

applied toOD combustion model&r predicting minor burned gas speciésfull equilibrium
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model can include several minor species (e.g. OH, NO, CO, gnthiito reduce computation
time with little cost to accuracy, a single equilibrium reaction is considered: the gesteshift

reaction. The wategas shiftequilibrium reaction is giveas

CO+H,0U CO, +H, 4.73

The balanceof specieson each side of the equilibrium reactiequation,Eq. (4.73), can
be determinedrom the second law of thermodynamiBy assuming cylinder internal enerdy,
massm, and volumeV to be quasiconstant (which implies no heat transfef)e second law

provides the constraint

(ds)yy =0 (4.74)

wheredSis the net change in entropy at the given insfah}. Gibbs free energG is a more
convenienproperty to utilizefor chemical equilibrium calculation&ibbsfree energy is defined

as

G=H-TS (4.75)

and assuming quasteady conditions, the second lafxhermodynamics states

dG,, =0 (4.76)

where @Gmixis thegas mixturenet change iGibbs free energy
The i speciesmolar specific Gibbs free energy can be determined from the species
partial pressuré®;, temperaturél, and tabulated molar specific Gibbs free enaggyaken at a

standard pressufe For an ideal gag is defined as

g =g*+R,Tin(r/P" 4.77)
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whereRun is theuniversal gas constant. Applying the second law constraint dEtg)) to the
watergas shift reaction (Eq4.73)) results in

- (gcAo +R,.I In(PCO/ PA))' (gﬁzo +RT In(PHzo/PA))"'

(@é‘oz +R,.T In(Pcoz / pA))+ (532 +R,T |n(pH2 /PA)) -0. (4.78)

Eq. @.78) can be rearranged to relate species concentrations to an evalai@tetercurrent
temperature is known, or at least can be determined iteratively based on the mixturgitcmmpo
and thegietermsare tabulated for each species as a functideraperature. The partial pressure
terms, which relate the species concentrations, is defined as the equilibrium dépskamtthe

watergas shift reactiorkp is defined as

(4.79)

& G + 30, G- B0 d_ (Ro /PR, /P
0

Kp = exp3 A A
& RT, (Po/Pf(R.o /PP

For K, > 1, the reaction will produce higher concentration€0% and H at equilibrium, andor
Kp < 1 the reaction will produce higher concentration€0fand HO at equilibrum.

By adding wateigas equilibrium(Eq. (4.73)) to the combustion reactioand allowing
burned gas residuals b@ present in the reactantse combustion of hydrocarbon fu@lHy can
now be representad generaby

CxHy +a102 +azN2 +a3C02 +a4CO+ asto"'aeHz -

(4.80)
bO, +b,N, +b,CO, +b,CO+H,0+bH, )

where a reactant coefficient@are determined from the unburned zone mass fractionsband
coefficients are derived from the element balances and equilibrium constraints. ddadgn

elements N, C, O, and H provide four equations:

b, =a, (4812)
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b, =x+a,+a,- b, (4.81b)

b, =2a +2a,- b, (4.81c)

and 6=%+a5+a6-b5' (4.81d)
The final constraint is provided by equilibrium. From the definition of the equilibrium constant

Kpin Eq. @.79), the watergas reaction provides the constraint

- PCOZ PHz — b3b6
P FeoPuo bbby

(4.82)

By substitutingEqg. (4.81) into Eq. @.82), bs can bedeerminedusing the quadratic equation:

2
b, =2 VG - 446 (4.83)

2c, ,
c=K,-1 (4.830)
c,=2(1- K fb, - &)+ (2- K, )a, +a, +a, +(3- 2K, Jx+y/2+K a (4.8%)
c,=-(a, +a, +x)(2b, +a, +a, - 2a +2x+y/2) (4.83d)

and )

Certain considerations need to be taken when solvingbforFor lean or stoichiometric
combustion without CO and2Hn the reactantsbs will be less than 0 according to E@.83).
Therefore, coefficients is subject tahe constrainbs O 0 . Al so note that
(4.83) is zero wherKp = 1. To avoid dividing by values nearlf),is calculated ak, = 0.99 and
Kp = 1.01 and interpolated based on the adfigddetween 0.99 and 1.01.

In summary, the reactant coefficierstge determined from the unburned mass fractions

and species moleculaveights.Using the reactant coefficients, th€® product coefficienbs is

calculatedby Eq. @.83), subject tobs O 0 . The remaining product
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from the element balances (E@.81)). Finally, product mass fractiorase calculated from the

coefficients.

4.7Heat Transfer
During combustion and expansion, héass due to convection heat transfEwers
cylinder pressure and therefore usable powsglinder wall, cylinder head, and piston, are
modeled at separate temperatuFes, Theaq andTpision FOr @ singlezone,heat transfe@, from

thechamber wall$o the control volumés defined as

6w = hcl_ANall(Twall - Tcyl)+ Ahead(Thead_ Tcyl)+ A}Jistor(Tpiston_ Tcyl )] (484)

wherehc is the heat transfer coefficient algdai, Aneaq andApisionare the cylinder wall, head, and
pistonsurface areasxposed tdhe control volume, respectivelireas Anead and Apiston remain

constanwhile Awan varies withxp:
Alvall = Xpmbore (485)

where Dyore is the cylinder bore diametelFor a twezone combustion mad, heat transfer is
defined for both zones: unburneéd, and burned@, heat transferSimilar to Eq. 4.84),

convection heat transfer ftne zonesre defined as

611 = hc,u |_ANaII,u (Twall - Tu ) + Aheadu (Thead - Tu ) + Apistor,u (Tpiston_ Tu )J (486)

(ﬁz = h:,bl_ANall,b(Twall - Tb) + Amadb(Thead' Tb) + A}Jistonb (Tpiston' Tb)_'_ (4-87)

and

where the surface areaare defined for each zone. Assuming a spherical flame front, each

surface area is a function of flame radius aistbp displacement.
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Flow velocity influences the convectidreat transfer coefficiertc but is not explicitly
available from the cylinder modello predict cylinder convection heat transfé/oschni
developeda convection correlation badeon a spatially averaged cylinder velocity104].

Woschni suggested thtte averagegas velocityw in the cylinder should be proportional to the
meanpiston speed§p, and b account for changes in velocity during combustion and expansion,

Woschni included the motomnpressurem in the correlationAssuming a polytropic expansion

of an ideal gasthe motoring pressure can be estimdteth
o V 69
P =P &8 (4.89)

wherepr andV; are the reference pressure awtlme take at the start of combustioDerived
from experimental testing, Woschni published the following correldtompredicting the mean

cylindergasvelocity:

Vo T,
(P~ ) (489

rVr )

w=CS +C,

The carelation coefficientsC: andC, given inTable4.2 are adjusted basexh specific engine
conditions Valves are open during gas exchange and closed during compression and expansion.
As a result, the period can be determined ey ftow rate through the valves and the piston
speed

With the mean velocityw, Woschni correlated the cylinder Nusselt numierthe

Reynolds number using the powaw relationship

Nu=C, Re* (4.90)
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whereCy, is a tunable constamindan = 0.8 WoschniusedCr = 0.035 but the value could be
tuned to fit experimental daté/ith Dyore as the characteristic lengtiie heat transfer coefficient

can be derived from Eg4.00) as

h, =C,kD,, . W' m°8r 08 (4.92)

where} is the densityk is the thermal conductivity, andis the dynamic viscositgf the gas.
For the singlezone modelj is the cylinder densitycy and fluid properties are evaluated at the
cylinder temperatur@.y. For the twezone model, density andrhperatures ar@akenfrom the

respective zones. Therefole, | hcpdue to the differences density and fluid properties.

Table 4.2: Coefficients for Woschni heat transfer correlation[104][103]

Periad Criteria C1 C2
Gas exchange N 6.18 0
a rﬂ( 5 O
k=1
Compression # <0 2.28 0
Combustion and expansion ® 20 2.28 3.24e3
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CHAPTER 5
SIMULINK ENGINE MODE L

Among the simulation and control design software pakages available,
MATLAB /Simulink is widely used in the automotive industry and academia. Simcointains
powerful took for modeling physical systemasnd designing controllers. However, Simulink
based higHidelity engine modeling packages currently not exist and a thireparty software
packagespecializedn 1D highfidelity engine modelsnust be connected to Simulimk order to
|l ever age MATL AB/InBodacundaithimdipdrty software tequires additional time
and limits flexibility, thus motivating a Simulinkbase toolbox. The proposed modeling
architecture allows engine models to be built rapidly in the Simulink environeweables the

use of MALABO6Gs powerful tools, and all ows <cus

5.1 Simulink Architecture Overview and User Interface
The goal of the Simulinkasedarchitectures to allow users to build engine models from

a library of components that connect in a physically representative manner and communicate
with existing Simulink blocks.Therefore, a user camtuitively connectflow components
(junctions, boundaries, valves, throttle, and 1D sections), cylinders, and crank dynamics
according tathe engine desigandthenuse the model to test controlleoptimize parameters,

and predict engine performanc@s a secondary goal, the framewakows new models to be

easily implementedithout over constraininghe developerin order to reduce initialization time

and maintairflexibility, simulation is executed from a singlefuiction. Block connection, S
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function connection, and user interface of the Simuliaked engine modeling architecture are

discussed in this chapter.

5.1.1 Block Connection

Engine component models are represented by masked Simulink blocksder to
intuitively configure an enginemodel, individual componentblocks mustbe conneced in a
physically representative manner. Theref@enulink blocks that represent engine components
must communicate variables withawtquiring the user to specify each variable independently.
Additionally, blocks must be able toconnect tostandardSimulink portsfor interfadng with
existing Simulink blocksFor examplereferring toFigure5.1, the 1D flow sectiormodelmust
be able tgpass cell information to the valve modehile recaving flow information from the
valve. Similarly, the cylindeto-valve and cylindeto-dynamics connectiongequire an
exchange of information. The dynamics model then provides a crank angle and speed to
Simulink and receivesa load torque.All other commnent blocks communicate in a similar
fashion: tweway communication for a physical connection atahdardSimulink input/output

ports forcommunicating with existin@imulink blocks

A p- T, 8,
= (€ L= - H c
Ue ycpe € >
3 s o ®
| -
. ' ) ' . . Ve —1s
| T
- load
< dcpcle, < yme >
- UC YePe @ t Ep

Figure 5.1: Communication of system variables through block connections
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Creating physical connections witlstandard Simulink input/output ports woulde
cumbersome and lack the appearance of a physical connection as shéguaréb.2(a). To
work round the issue, a twway connector can be introduceBigure 5.2(b)). A two-way
connector, as the name suggests, acts as an input and output. Therefoseloakter
communication is achieved with a single connection, but thenemion loses component
directionality and requires an elaborate signal routing meth@sl]. To improve flexibility and
usability, physical connectigrarerepresented by a single Simulink input/outpatbnectionas
shown inFigure5.2(c). Because standard Simulink ports only allow parameters to be passed in a
single direction, the exchange of information betweennecteccomponents is handled by the
S-function, requiring block connectivity to bdetected at the start of simatibn and passed to the
S-function. Discussedn the next section, inpwnd output signals are routéal the Sfunction

through fAGotoo and AFromod tags.

(a) (b) (c)
<P - q_ P >

Intake Valve

Intake Valve P> - ln Intake Valve )

[ - o —
> 1+
> O ] |
Engine Engine

_ Exhaust Valve Engine :
Exhaust Valve Cylinder Cylinder Exhaust Valve Cylinder

Figure 5.2: Possible component block connection methiologies: (a) standard input/output, (b) twoe
way connector, and (c) single input/output connection

To measure component parameigrg. pressure, temperature, mass fractions, and mass
flow rate) virtual sensors can be addedthe model.The idealvirtual sensorgprovide desired
information to the Simulink environment without affecting the connected compoRkemnt.

sensorsconnected in seridsreak the direct connection betweHd flow blocks,andtherefore,
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parameters from the adjacent blocksust be passed through the rssor. The special
configuration
virtual connection between blocks on either side of the ser®ewveral example sensor

connections are shown iRigure 5.3 where the dashelihe represents the virtual connection

creates

what Wi

created by the through po&hown inFigure5.3(a), thel Pr essur e

Al1D FI ow af®iédidtDi oBoou blatks, raydothe through port produces a virtual

connection bet ween

t he

i 1D $Sehsorw cothected in eenes

be referred t

Sensor o

allow communication betweasach componentithin thethrough porseries(Figure5.3(b)). As

shownin Figure5.3 (c) and (d), hescheme alo applies to subsystems.

a C
( ) ( ) 1D Flow
= v > 1D Flow v
> > D Sensor P
1D Flow Section ~ Pressure Sensor 1D Boundary Subsystor 1D Boundary
1D Flow
5 P
mdot vy P
S > > . ()
1D Flow Section  Pressure Sensor . coriow 1D Boundary IDFloW 45 Flow Section Pressure Sensor  Sensor
Rate Sensor

Figure 5.3: Example sensorconfigurations createvirtual connections (dashed lines): (a) pressure

sensor, (b) presste and mass flow rate sensor connected in series, (c) flow subsystem with pressure
sensor,and (d) internal view of flow subsystem

5.1.2 S-function Interface

The nature of the engimeomponenimodek does not permiequationsto be efficiently

bl oc

and

formed frombuilt-in Simulink blocks. Furthermore, MATLAB is an interpreted language, and

any interpreted code executed during simulation would dramatically impact simulation time.

Therefore, simulation is executed from a single compilefdin8Stion block. An Sunction

interacts with Simulink engine and can be written in a several computer languages, such as C,
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C++, and FORTRAN[106]. During initialization and simulation, th8imulink engine calls
situationspecific Sfunction routines, and special syntax allows thiigtion to interact with
ODE solversinstead ohaving an Sunction for each component block, implementingehére
model in a single Sunction adds flexibility to the modeling structure.

At the start of simulation, all engine component blocks amthections in the root block
diagram are located, recorded, and supplied to the glohahcBon. For example, the block
diagram inFigure5.4( a ) contai ns: Al nfl ow Boundary Condi
FIl ow SectfbowoBéd®Oondary Condition, o0 A1D Outfl o
At the start of simulation, componebtocks are located using a mask parameter tag, and
connections are recordethe Sfunction Figure5.4(b)), locatedit he A ENngi ne Model
block, then assembles the model based on the Simulink block connections and then executes
component specific code during simulation. Essentially, component blocks act as a graphical
interfacebetween the user and the moddluBction: the user enters parameters into a dialog box
and makes physically representative connecttonsther componertlockswithout interacting
with the Sfunction directly

Component blocks with external inputs (e.g. boundary pressure) and compaadst bl
with outputs (e.g. pressure sensor) communicate withtheuShct i on wusing gl oba
AFromo tags provided in Simulinkds standard |
are automated, and as a result, the user never interacts watiuhetion directly. For example,
the APressur e S dnmguebd(d has twoarkporemmt podtgportsi that connect
to other engine componedta nd a pressure output port APO t
Because @mponent ports represent a physical connection and do not carry data, inputs are

terminated and outputs are connected to ground as shoWwigure 5.4(c). However, model
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inputs and outputs communicate withfudiction. As shownin Figure 5.4( ¢ ) , the APre
Sensoro subsystem has a AFromo tag that <conn
AGot oo tag I s <duoction dlock €idure 6.4{b)). tirh @der So route ery

component input and output, a "Demux" block divideii&tion outputs, and a "Mux" block

creates a single-fainction input vector as shown kigure5.4(b). Usingthis connection method,

S-function input and output dimensiomary basedn the number of blocks requiring inputs or

outputs and individual input/output dimensions.

T4093440160000000 + engine_model_sfun >I T-
S-Function Signal T40806002a0000000  T40208002a0000000
T4090400240000000
© |~ NS A
T40906002a0000000 P (a)
@ Engine Model Control g
Component Port 2 terminator2
erminator Outflow Pressure
Pout Drop
2
=5 v
ground1 omponent Port 1 Pressure
P
ol ]
Input Inflow Boundary 1D Inflow Boundary 1D Flow Section Pressure Sensor 1 g 400 Boundary Outflow B.olundary
Pressure Condition Condition

Figure 5.4: (a) Example of a 1D flow model with pressure boundary conditions and sensor, (b) view
ofAiEngi ne Model Control o subsystem, and (c) vie

5.1.3 Block Interface

Like built-in Simulink blocks, the user enters parameters and sets model options in the
mask dial og box whi ch c amasklkeditor c O $De oFililozwe dS e cnt i Soi
dialog box, for example, is shown Kigure 5.5. Parameters entered into edit boxes can be

numerical, workspace variables, or evaluable Matlab commands that result in scalar or array
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values. Parameters and opti@as also be programmaticabgtfrom Matlab before running the

simulation, which is useful for parameter optimization. Once simulation starts, parameter inputs

are disabled to prevent the user from modifywaduesduring simulation. Changing physical

pamameters after initialization can be very difficult to implement and adds little value to the

framework. For example, changing the number of elempra$low section requires memory to

be reallocated and connections to be reestablished. If a parameter toebe dynamically

controlled, an input port can lbsed The frameworlallows ports to be added during sehgsed

on the user requirementSamphasing can be set as an external input or a dialog parafoeter

example

& Function Block Parameters: 1D Flow Section |

1D Flow Section (mask)
Model of 1D tapered pipe with or without bends.

Geometry | Thermal
Length (m) .5

Number of elements 20

Fipe type | Round

Inlet Diameter (m}) .025
Outlet Diameter (m) .025
Surface roughness (m) 0
Pressure loss coefficient 0
Bend radius (m) 0

Bend angle (rad) o

[ 0K l| Cancel ||

Help | Apply

Figure 55: Mask di al

og box

f

or

Al1D FI

ow Secti

In order to check parameters and st ports, every engine library block has an

associated class.Masked Simulink blocks call an

initialization callback function

A Ma s k | niiotnafierl applyang parameter changes During mask initialization, he

Al ni t i al iinzthee Gengimeenboted adass is callem setupcomponent ports (connection

between engine blocks)etup input/output ports (connection to Simulink blocksheck

paraneter values, and save parameters that will be passed to-Rnecton. Underlying
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communication tags and ports (eFigure5.4(c)) are added or deleted automatically based on

the user0s r equi r stantefsindation draalled in teepgene dorhporent t o
classi St art 0 met hod. Final parameter and connect
parameters can l@opliedas wel | . For example, the wuser <can
and the connectepipe area is taken as the default value. If a boundary is placed bdtaween

sectionswith different areasthe smaller area is chosen by default. phgposeso f Al ni t al i :

and ASt agatesummarited idable5.1.

Table5.1: Engine model component class methods

Method | Purpose

Initialize Check parameter limits

Check parameter array size

Setup component ports

Setup Simulink input/output ports

Save parameter value to coomgnt object

Set default values (e.g. set boundary area based on connect
sections if wuser specifies fa
Final parameter check if needed

Final block connection check if needed

E e

Start

= =4

The engine component class also defines block connectigtgiss properties
summarized inrable5.2 are used to check connecticaiféer a port connection eveand at the
start of simulation. Foran input or output connectiorevent the newly connectedlock
propertiesi n ame 0 anatecfotmpme £da names afincdo nitgpesnliat. If the
componenfi n a meoon eo ro f t h e cairtegtgotengponend does indi match, an error is
issuedThe required connecthamesasn ddgeifed typedxhre bhgckdi r e q u i
at the gart of simulation. Ifanycomponent has an unconnected poramy required connection
criteria is not met, an error is issudklock specific checks not covered by the name and type

requirements can be placedinth&t art 06 met hod.
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Table 5.2: Engine model component class properties

Property Comments

name Unigue name of component

types Categoies or types of component model(e.g. fiVolumeODp
fiFlow1DBoundaryg iiFlow1DElement) andfiEngine Cylindeo)

conn_tyes Types of components that can be connected

conn_names Names of componerd that can be connecteout not coveredby
ficonn_type

required_types | Typesof blocks required to be connected at the start of simulz
(e.g.cylinder must be connectéd dynamics blocR

required_names | Names of blocks required to be connected at the start of simu
butnotcoverecy "required_typeso

5.1.4 Model Control Interface

In addition to physical parameters entered into each component dialog box;wictelel
or global,parameters must be set as wéllobal parameters and settings are controlled from the
engine Graphical User Interface (GW@shown inFigure5.6. In the GUI, the user can specify
temperature ranges and increments for gasigaodilfuel propertiesThermodynamic properties
can then be plotted for verificatioRuels or fuel mixtures can be selected, and in turn, the GUI
provides the lower heating value, air/fuel ratio, and stoichiometry combustion equation based on
the fuel sedction. Nonlinear solver tolerance and maximum number of iteratieamum time
step, and CFL numbeaarealsoseti n t he #fASol ver . FKnallyttheadedcangr oup
specify ambient conditioparameters: pressure, temperature, humidity, and gagespecit
Parameters set from the GUI are passed to tfien&ion and can be accessed by each

component model.
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[4] EnginePropertiesGUI (= |

Ambient Conditions Solver Control Fuel Information
tteration tolerance 1e-4
Preszure (Pa) 101325
Maximum tterations 1 "
Temperature (K) 29815 50 | Gasoline 1 1
Relative Humidity 0 LEEEED fe-4 Gasoline 2 1
. CFL number 8 Diesel 0
Air Model .
Mass Fraction — 1
02 02324 Gas Viscosity Model Ethano! 0
Reference viscosity (Pa®s)
N2 0.7675 189766 Methanol 0
H20 0.0000 Reference temperature (K) Hexane 0
coz 0.0000 28115 Wethane 0
Sutherland’s constant (K)
Ar 0.0000 o Propane 0
120
Hydrogen o

Property Lockup Tables

Gas Apply Fuel Properties

Gas lookup table starting temperature (K) 250
? 2 = ® Lower heating value (MJ/kg)
Gas lookup table final temperature (K} S000
43554
Gas lookup table temperature increment (K} 25
- Airto fuel ratio
Liquid 14.557
Liguid lookup table starting temperature (K) 250
Liguid lookup table final temperature (K} T LI SRR TIIE N ETA2IET
Liguid lookup table temperature increment (K} 25
(1000 26 H155) + 12.135(1.000C+
| Plot Gas Specific Heat ¢_p | | Piot Liguid Specific Heat CJ)| 3.074N2 ) — 8260007 + T.750Ha() + 45.795 V2
| Plot Gas Enthalpy h | | Plot Liguid Enthalpy h |
| Plot Gas Acoustic Velocity | | Plot Heat of Vaporization | | oK | | Cancel | | Help | | Apply |

Figure 5.6: Global model control graphical user interface

5.2 S-Function

S-functions which ca bewritten in Matlab, C, C++ or FORTRAN languagé&seract
with the Simulink engine through ampplication Programming Interface (AFD.06]. Using the
S-function API, external or thirgharty software can communicate with Simulink, and complex
modelsthat cannot be easily or adequately represented with-ibuBimulink blocks can be
realized. During initialization and simulation;f@ction methods are called by the Simulink
engine based on the execution order, events, auhcion settings. An $unction can have
continuous states integrated by the Simulink ODE solver and/or discrete states that are updated
internally each time stepExecution of anS-function method varies between continuous,
discrete, and hybrid systems. ThduBction can alsalictatethe maximum allowed time step

when a variable time step solver is selected.
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5.2.1 Model Representation in SFunction
The engine model-&inction, which is written in C++, produces an output vegtbased

on the input vecton and stateg. In general,lte engine model can be described by
#= f(x,u) (5.19)

and y=glxu), (5.10)

wheref is the system function anglis the output functionBecausethe system is continuous,
state derivatives can be i nt egr-fancterg. HoweverSi mu | i
to have control over integration and engine model Bteg@ integration is performed internally,

making the Sunction discrete. Thengine model Sunction can then be described by
Xysg = h(Xk’uk) (5.29)

and Y = g(xk,uk). (5.2b)

By making the Sunction discrete, the order at whidomponent models are solved can be

controlled and solvers specific to compressible flow can be utilized.

5.2.2 Engine ComponentC++ class

To handle Sunction setup, Simulink communication, and ODE integration, each engine
componentblock has an associated Ctlass that inherits methods and properties from the
AEngi neModel Component o <cl ass. The AENngi neMod:
methods specific to each component and-viclmal methods and properties for communicating
wi t h Simulin&tarDu,rd ngl aismedl i nst ances are <crea
Simulink model and block names are assigned to each instance. Trackihgcthedmes helps

with debugginggrrors issued by a subclass can display the block name in Simulink during setup
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or simulation. For example, if the cylinder pressure falls below zero, an error can be issued by

the class instance and the full block name will be displayed. Once credigal, methods of the
superclass AENgi ne Mo d e Tallebfgecallecfdr éachscomponant in z e d
the Simulink bbck diagram, allowing componespecific code to be executed in a predefined
order . Note that the C++ class has two output
derivati vaMdmebéoidsgat(iivesod and ADerivativeso).
(5.2b) and the derivative methods define Ef2¢). One outputlerivative pair is used to solve

1D boundar yt h@DBaheandgai r The structuee Iprbvides fldxibility foOD E 6 s .
model development while handling communication w8imulink outside the component

specific code. By understanding the purpose of each class method and execution order, complex

compmnent models can be represented in Simulink.

5.3 Simulation
The engine model framework interfaces between Simulink and the compiledtt®n.
The user connects components blocks and enters parameters into the dialog box based on the
engine design. Then, péigal parameters, design options, and block connection information are
passed to $unction. Therefore, initial setup is handled in Matlab while simulation is executed in
the Sfunction. Simulation setup, -finction execution order, and internal framewaake

presated in the following sections.
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Table 5.3 AEngi neModel Component 6 C++
Method Comments

SetParameters Set object parameter values entered into Simu
masked dialog box

SefThroughPorts Designate ports where all connection variables are pa
through to other component (typically used for ser
blocks)

SetThroughVariables | Designate individual variables to be passed throug
component (e.g. relay crank angle through dgin
model to valve model)

3 | InitializeSizes Set array lengths based on input parameters and
3 connections

AddInput Create pointer to Simulink input variable

AddOutput Create pointer to Simulink output variable

AddPortVariables Set variables requed from and available to connect

components

InitializePointers

Set pointers (states, state derivatives, and any
pointer variable

Start Run any required setup
InitializeConditions Set initial state values
MaxTimeStep Calculate maxnum time step allowed for compone
(only used by flow components)
NewTimeStep Ran at the start of each major time step (typically use
15 reset state values)
© | MdotOutputs Update variables derived from the mass flow rate (U
2 by flow components only)
» | MdotDerivatives Calculate rate change in mass flow rate (used by
components only)
Outputs Use states (not mass flow rate) to update parameters
Derivatives Calculate derivatives that are not mass flow rate
@ | StopSim Save information andlear memory if necessary
&
£
o

5.3.1 Simulation Setup

cl ass

Referrng to the simulation setup fl@kart inFigure5.7, several steps need to be taken
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in order to pasSimulink data to the 8unction. The first step is to find all the engine rabd
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components in the Simulink diagram. Each blaEn be located by common reaenly
parameter that c an b e Matlab functibn. After lotakting théi lflocks,d sy s
global parameters (thermodynamic property tables, fuel information, anértrabnditions) are

generated fronvalues entered to the model control GUIThen,il nt i al i z enéthodsn d @ St
are ran for each blodor final parameter and connection checkghe values enteredtmthe

dialog box cannot be evaluated or areincerct during the #Alnitialize
and simulation stops. The AStarto method all
Gl obal par amet er s lloaingdoupdarg & iaitial conditiofiktbe aquated © a
ambientvalues As mentioned previously,lbock connecti ons can al so b
Connectiorchecksnot specific to one component are evaluated later.

I f none of the component blocks issue an e
AGot obFmaomWhdo tags are updated for each compone
tag name must be unique and have a very low probability to be repeated elsewhere in the model
by the user. Therefore, words or common variable names must be avoided. Te ensu
uniqueness, the tag handle is used. Simulink assigns a unique handle to every block that can be
read as a numerical value. Tag names are set
hexadeci mad72a006000900@0) i Tag nameg port aumberseandondi n

component names are recorded for communicating with-fhacion.
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Simulation Setup

)

v

Find engine model
components

v

Read global parameters

v

Run “Initalize” and “Start”
methods for each component

Y

Parameters entered
correctly?

No

Update “Goto” and “From”
tags for each component

v

Read and store block
connection information

Correct block
connections?

Y

Report error

v

Update S-Function
Goto and From tags

Stop

v

Create S-Function
Parameters

Y

Return

)

Figure 5.7: Simulation setup flowchart
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After componentag assignmengeneralblock connections are checkeall: component
ports must be connecte@nd required connectiomse f i ned by properties Afr
Arequired_nameso di scuslkehdcks pamg Sfunationinputs sntd be s
outputs are updatedn p ut A Mowpoti Ba thu x 0 b lesizedkascording ¢o the
number of inputs and outputs contained in the modell np u t AFromo tags ar
AMux o bl ock and Toalow decta outpatsiidDienmuixyd. o woutedut s ar
through ASi gnal wiphaictatd hiec aa u topnudt bv eocctkosr | engt h
AGot oo tags dmaly, dglobadparametarependponent parametergonnection

information, and input/output informati@re stored and passed to th&iBction.

5.3.2 S-Function Method Execution
Severaltgps must be taken to initializnd simulate EgS(2) in the Sfunction Referring
to the flowchart inFigure 5.8, parameters and connection information determined in Matlab are

passed to the-function at the start of simulation. Once in thdu8ction, two requiredAPI

functionsar e caedl €di tifial i zeSizeso and Amdl Initiald.
i nput and output vectors are set inetivitd!| | ni t
variable time step) I's set i n mclask mstance,al i z e !

which will be discussed in detail later, is created for each component model. Parameters and
connection information ahien assigned to each instanaed the state vectaris initialized.In

the simulation | oop, the time stapedonth€FL i r st s
condition. Then, outputgx are determined from the current state vectoand inputsuk in

A md| Ou tTheudtase.veéaot r i s updat ed i n Amdl Updateo us
Simulation continuesintil the user stops simulation or the final time is reacketally, model

parameters and cl ass i nst Subodises aradscustatdret ed i n
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Figure 5.8: S-function setup and simulation flowchart
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5.3.3 C++ Method Execution

All S-function setug akes pl ac e inathodOnce insiamed aftcraatet for
all enginecomponentblocks, referring toFigure 5.9, parameters are passed to olgdlstough
the ASetParameterso method. Setti ng Spnalinkak met er
to bereflected in the model and block communicatibhe next task is to sét tromgh porso and
At hrough var i abandwriables @llbw iofarrgation o adiiraugh a block
creating a virtual connection betweesmponentsFor example, anassflow rate sensor can be
placed betweeboundary and 1D flow blocks, and kgting sensor ports as through porad,
the information output by the boundary block can be received by the 1D flow block and vice
versa. A Athrough variableo allows a subset
engine valve modefor exampg, requires the crank angle to determine the lift. Therefore, the
engine cylinder block assigns crank angle as a through variable between the dynamics and valve
models.Af t er assigning through ports and wariabl
method.Array lengths can be defined by userFor example, the number of cells in a 1D flow
section or the number of connections to a port can be defined.

The next step in thBowchartin Figure 5.9, the next step is teetup port connections
with AAddlI nput, 0 @ Avhdabest pnuett HAaroedabnirput oA, dhd iRputr t
namedetermined during simulation setigppassed o t h e fAmfethall lofrthe appropriate
objectDur i ng t he A Apdintdr b anetkerdent ofathe linput aardsy/ set and logic
related to the input variabie executed. Similarly, output portsaresep by t he HAAddOL
method. Once Simulink communicatias established,communication betweeronnected
components islefinedin the iAddPortV a r i anbeth@ds lie component connectioacts as a

two-way port blocks provide pertinentvariablesto and require specific variables from the
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connected component.ariables availabland requiredat the connectignwhich can depend on
the ype of connected blockesr e def i ned i n the ForxbPmeat Vari a
valve connected to an engine cylinder block requires pressure, temperature, and mass fractions,
and in turn, provides mass and energy flow rates to the cylinder Boosnnection between a
cylinder and crank dynamics model exchange difference parameters. Therefore, the type of
connected component I s pnaosdsretal definesuitablé vhdaBle r t Var
availability andconnectiorrequirements

Full model states and state derivativege stored in arrays, and components with
continuous states point to elements of the arrays. Prior to manipulating any of the state variables,
state and state derivatiyminters are setithefi | ni t i al imetteo®fli @it iex sB®oi nt e
can also be used to sether variable or function pointerslaving a designated method for
setting pointers reduces the probability of trying to access a null pointer: all memory is allocated
in Al nitializeSi zesoonanyd bpeoiunttielri zveadr iaafbtleers fislhr
In Figure 5.9, theremaining methods al | ed duri ng fAmdl StuesThe® i ni t
ASt ar t ois usedttchaaldulate constants dedivieom port connections or usdefined
parameteras well agnitialize iteratively-solvedvariables.After parameter initialization,tates
areinitialized n t he Al ni ti al Tezeadsetupdoit tpiud n ane t rheotdlsqg d .A Ou
AMdot Out put s, 0 ar efuncianlcalletde mihdds duhing sirguhatigtvdlues S

determined during output methocsn be used to calculate tirst time step.

122



C mdIStart )
v

SetParameters

v

SetThroughPorts

v

SetThroughVariables

v

InitializeSizes

v

AddInput

Y

AddOutput

v

AddPortVariables

v

InitializePointers

v

Start

v

InitializeConditions

v

MdotOutputs

v

Outputs

v
C Return )

Figure 5.9: EngineModelComponent virtual method execution order for mdIStart
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After setup, the Sunction enters the simulation loopigure 5.8), and at the beginning

of each | oop, i md | deterimihds rthe OUrréhe timte \Stdgy calling dhe

fiMaxTimeStep me foheaach componentyhich retuns the maximum allowable step size
(Figure 5.10(b)). The minimum valueamong thoseeturned byall components is set as the
current time step. The method allows the CFL condition to be satisfied for the entire thodel.

the modeldoes not include 1D flow components, the maximum allowable time step set at the

start of the simulation is used.

(a) (c)
( mdlUpdate )
C mdlOutputs )
MdotDerivatives
NewTimeStep
F==—==== >¢
v 5
MdotOutputs é : MdotOutputs
=
v Y
Outputs = i MdotDerivatives
: ]
C Return ) Derivatives
——————— >
P
o |
: ) | Outputs
@leetTlmeOfN extVarH@ g,
i 5! v
: =\ Derivatives
MaxTimeStep ,
Ty
C Return ) ( Return )

Figure 5.10: EngineModelComponent virtual method execution order for (ayndlOutputs, (b)
mdIGetTimeofNextVarHit, and (c) mdlUpdate
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Within the simulation loop, the next task is to calculate outputs angpsetegration in
Amd!|l Out put s . bigurRel@,rtrhienwhiNte@ St ep0 met hod si gna
simulation and executetasksthat can only be executed once per major time step. For example
crank angleletermineseveralevents in the cylinder model, ang bomparing the current angle
to the anglatthe previous time stepn event can be triggeréduchtriggers canot beproperly
handledin output method during integrationand thereforenust be handled each major time
stepAf t e wT ifiMleeSo etpp ®t met hods fAMdot Out ppordestd and i
calculate the output array and setintegraon.

States are updateduring i md | Up d ait Erogi mye Mo d e |l ddtpunpr@nent O
derivative methoddgirst, the mass flow rates at each cell boundamgre updatedisingcurrent
states. Thememaining states associated wiD flow cells, cylindess, and crank dynamic states

x are updated-or each component,assflow rateequationsarerepresenteth continuous form

as
W= f_(x,r/,u) (5.39)

and z= gm(x,r#,u), (5.3b)

whereu are inputs to the Simulink modahdz are outputselated to the momentum equation

All other state equations adefined by

#= f (x,r#,u) (5.49)

and y = g(x,/,u). (5.4b)

Functionsfm, gm, f, andg in Eq. 6.3) and Eq. $.4) are represent by Engi ne Model Compo
methodsi Md ot Deri vati veand fMPeoi Qat pwyeso o and A OL

The methods can hesed to simulate Eq5.8) and Eq. $.4) using any number of ODE solvers.
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As shown inFigure 5.10(c), derivative methods are called before entering the minor time step
loop. At the beginning of each minor time step loop, output methods are called to update S
function outputs and variables communicated to connected components. Minor time steps, as the
name sggests, are subdivisions of a major time step determined by an ODE solver. For example,
the first order accurate Euler method integrates directly from current time to the new time
without a minor time step. On the other hand, the feartter accurate Rge-Kutta method has

three minor time steps.

5.4 Steady State Save and Restart

To generate performance maps and control lookulggabngines are tested at steady
state operating point€Engine simulation can reducequiredtesting by replicating test and
calibration proceduresvith a virtual representatioriThe engine model must first be tuned to
match experimental data at small number of operating points. Once theeehginecontrol
parameters and physical properties can be optimized at steady stége Ipthie engine model is
not properly initializedthe time required to reach steady statégakesmuch of the computation
time due toinitial manifold emptying and fillingSimulation time can be reduced by initializing
the flow states near the steastpte values. Because the engine is evaluated at a wide range of
operating conditions, manually determining and setting appropriate initial conditions is time
consumingln order to overcome this difficulty, states can be saved at the end of a steady state
simulation and used to restart the model in the next round of simulation. When the model
restarts, states and outputs match the final result of the previous simulation. Changing the engine
control or tuning parameters from simulation to simulation withrge the final result, but

restarting from a previous simulation reduces time to reach a steady state.

126



All variables in addition to states (e.g. initial values fdewtonRaphson iteration)
needed to restart the model t iama®odWMheniesabledr ed i r
all statesand registered variables are recorded into an array and assigned to the Matlab base
workspace at the end of simulation. The array is then passed back tefuheti® when
restarting from the previous simulationav®d states and variables are set after running
Al nitializeConditionsd method for each compon
model Sfunction must be saved and used to restart the model.

When tuning or evaluating the combustion modsai steadystate operating conditions,
flow through valvewary little between simulations. Therefobs, saving flow results from a full
model simulationtheintake and exhaust modalan be eliminated from subsequent simulations
by replaying flow resultsAll intake valve, exhaust valve, and fuel injector information
communicated to the combustion model are saved as a function of crank angle and reproduced in
subsequent simulation§o prevent driftin cylinder pressure, mass fractions, mass, and energy
prior to ignition, cylinder mass fractionand energy arsaved and reproduced during the intake
and exhaust phases. States related to cylinder turbulence are not overwritten throughout the
cycle. In some cases, combustion can affect valve flow characterigtiésll model can be
simulated occasionally to compare results and update valvedkuits.

Cylinder, valve, and fuel injector models have an option to save cranklzesgd data.

Vari ables registered in the 0 bedbonttheaxctankamgl€ondi t
during simulation. At each time step, the model overwrites saved information from the previous
cycle. When the model reaches a steady state, the final cycle is recorded and assigned to the
Matlab base workspace. In a separate modilowt an intake or exhaust model, the recorded

data is passed to thef@hction. Recorded data is interpolated as a function of crank angle to
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mimic the full engine simulation. Cylinder energy and mass fractions are only updated by the

recorded data dungnthe intake and exhaust phases.

5.5Example Model

Comparing the proposed SimulHiiasedarchitecture and models to commercial software
provides understanding of accuracy and usallitthe new approachor an initial validation,
1D flow and boundary modelare compared to GHower. Researchers and automotive
manufactures frequently employ &ower for engine simulation because of the proven
accuracy of the software. Much like the proposed modetP@¥er allows users to connect 1D
flow components in a philly representative manner, and based on user inputs, unsteady flow
can be predicted by conservation laws. The block diagram and unsteady flow for the two

methods are comparéathe following sections

5.5.1 Simulation Setup

In general, alD pipe system comds of boundary conditions, flow sections, and a
possible abrupt change in flow arda&. compare the proposed Simulink model to-Bdwer, the
pipe system shown iRigure5.11 is simulated.Temperature at both boundaries are f&|800
K, and he inlet pressure starts at 1 bar and incremsassteadyl.1 bar after 0.001, svhile the
outlet pressure reans at 1 bar. Due to the increasing inlet pressure, flow enters the 25 mm pipe
and at thepipe exif the gasnust restrictto pass through th@0 mm pipe creating a pressure
drop at the pipe interfacdhe outlet boundary has a 15 mm orifice to represent a boundary
restriction loss.Both the GFPower and Simulink modelassume adiabatic flowsurface
roughness ot)= 0.046 mm, andhermodynamic properties of dry air. Initially, the flomwthe

pipes is at reswith pressure at bar and temperatuet 300 K.
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T=300K T=300K
D, =25 mm D, =20 mm D3:15 mm

T 1.

< D,;=25mm D,,=20 mm
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g 1.0

A ~—— 500 mm —=— 500 mm —*‘

0 0.001

Time (s) _>x
Figure 5.11: Simulated pipe parameters and boundary condions

As shown in Figure 5.12(a), the GTFPower represents each type of component with
bl ocks: AEnNdEnvironment, o AOrificeConn, 0 and
and inlet boundary pressurgernally. The develope model shown irFigure5.12(b) represents
the pipe in a similar mannavithin the Simulink environment. However, mass flow rates are
measuredby optional mass flow rate sensprand inlet pressure is provided by an external
Simulink block. The mass flow rates are logged by$he mu | i n k and i8let prpssude is
provided by a source block. In general, outputs from the engine model blocks can be connected
to any Simulink block, and inputs can be provided by any traditionakblacaccept the inputs

and provide outputs, the-fBnction contained inth@ Engi ne Mo del re@aetyt r ol 0

communicatesto he Al nl et Boundaryasa and mass flow rat
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(a)

Ci >0 = >0 >= &
EndEnvironme OrificeConn- PipeRound-1  OrificeConn- PipeRound2-1 OrificeConn- EndEnvironme
nt-1 1 2 3 nt-2

(b)

Engine Model Control

A J

Mass
Flow Rate

Input Inlet Boundary ~ Boundary 1 RMBS; Flow | Section1 Boundary2 Mass Flow
Pressure ate Sensor Rale Sensor 2

Mass Flow
Rate Sensor 3 QOutlet Boundary

Section 2 Boundary 3

Figure 5.12: (a) GT-Powerand (b) Simulink block diagrams of the 1D flow model

5.5.2 Resultsand Discussion

The simulation results obtained by the Simulink model closely match those provided by
GT-Poweras shown irFigure5.13. At the start of simulationheincreasing pressure at the inlet
boundarycausesa gradualrise in inlet mass flow rate, andfter reaching a steady boundary
pressure, mass flow becomes steady until a pressure wave reflects back to the béwsndary.
expected, the outlet flow rate does marease until the initighcousticwave reaches the 15 mm
orifice at theexit. The step changaa mass flow ratesluring unsteady flovare a result of the
initial pressure wave propagating and reflecting at the pipe interface, inlet boundary, and outlet
restriction.Note that the Simulinlkand GFPower produce nearly identical results at the start of
simulation, but as time progresses, the wave fpyotluced bySimulink model tends to lag
behindthe GTFPower model due ta difference in wave propagatieelocity. The differencén
wave velocity can be attributed to minor differences in thermodynamic properties or model
assumptions. Variation ithe steady flow rates are likelyresult ofdifferencesn friction factor

models
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Figure 5.13: Simulated inlet and outlet mass flow rates from GTPower and Simulink
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CHAPTER 6
MODEL TUNING AND VALIDATIO N

The proposed 1D flow and quatimensional combustion model can predict torque and
flow characteristics acro#sn engi neds operating region. To
the model must first be tuned to match experimental data or CFD simulations at a subset of
operating points. The flow model can be created from physical dimensions and measured
dischargecoefficients. The combustion model, however, contains several parameters that must
be tuned to match cylinder turbulence and pressure. A method for calibrating the combustion

model at a wide range of operating points is presented as well as modelaalidati

6.1 Mazda Skyactiv-G® Engine

To evaluate potential future technologies, the United States Bnwvaatal Protection
Agency (EPA)has benchmarked and modifie@.® L Mazda SkyactivG® engine[107]i [109].
Experimental dataollected by the EPA was used to tune aatidatethe engine modellable
6.1 provides high level specifications of the 2.0SkyactivG engine[107]. The SkyacitvG
engine is a naturally aspirated Gasoline Direct Injedi®DI) engine with variable cam phasing.
The tested version has a 13:1 compression ratio and no EGR. Mazda attributes the ability to
achieve the high compression ratio and avoid knock to a few key featuPe$ exhaust
manifold and combustion improvemdat0]. The 42-1 exhaust manifold has long runners with
a collector for cylinders 1 and 3 and a separate collector for cylinders 2 and 4. The two collectors

for the cylinder pairarethen combined ito a single pipe. The design provides beta&haust
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tuning characteristicshan the traditioal single collector exhaust manifold with short runners.
The better tuning reduces the fraction of residual gas at a wide range of operating conditions,
thus reducing combustion temperatures and the probabilikpadk. Knock resistance is also
improved by shorting theombustion duration. Rapid burn rates are achieved by centering the

spark plug and increasing turbulence.

Table 6.1: Specifications for 2.0L MazdaSkyactiv-G engine[107]

Displaced volume 1998 cc

Bore 91.2 mm

Stroke 83.5

Rated torque 203 Nm at 4000 RPM
Rated power 115kW at 6000 RPM
Compression ratio 13:1

The EPA providedteady statelynamometer test dataith speeds ranging from idle to
4500 RPM and torques ranging from no load to Wide Open Throttle (WOT). Speed and torque
test points are plotted ifrigure 6.1. At eachoperating pointenginecontrol parametersdata
averaged over several cycles, and derived pmdoce indicatorswere recorded Control
parameters include: spaskivanceintakecamphase, exhaust cam phase, throttle amgjection
timing, injection pulse widthand measured afuel ratio. Averagedataincludesinformation
such as peak cylindgressure for each cylinder, air mass flow raed manifold pressures.
Derived performance indicators include informatisnch as gross and net indicated mean
effective pressuse(IMEPg and IMER), burn fraction anglesjolumetric efficiency,and Brake

Spedfic Fuel Consumption (BSFC)BSFC is a common indicator dhe overall engine
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efficiency (Figure 6.2). Crank anglebasedcylinder pressure, exhaust manifold pressure, and
intake manifold pressure were provided for 19 of the 28l wperationpoints.A portion of the
recorded data did not include air mass flow rate and could not be interpolated from other

operating points. The engine méea&s not validatedt these operating points.
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Figure 6.2: Measured BSFC (g/kWh) for 2.0L Mazda SkyactivG engine

6.2 Simulink Model

6.2.1 Overview

The Skyactiv engine Simulink model shownhkigure 6.3 consists of a controller and
plant model.The Simulink model is configured to simulatesingle speed and torque operating
point but could be reconfigured to simulate transient cydls. controller determines control
inputs based on the selected operating point and stops simulation once steady state criteria have
been met. Throttle control and steady state detectiguire plant model feedbaélom the plant
model The plant model consists of the proposed 1D flow carepts and quaslimensional
combustion model. Plant model environment settings andyfjpelbre seint he A Engi ne Mo

Propertieso bl ock whi-frctior Datatmaasuned duting gmufatiomis t mo

logged for post processing.
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Figure 6.3: Simulink model of Skyactiv engine

6.2.2 Control

Log Data

The contrder subsystemshown inFigure 6.4 sets throttle angle, intake cam phase,

exhaust cam phase, shangle,injection timing, injection pulse widttandair-fuel equivalence

ratio fora givenengine speed and torque command stops simulation oneesteady state has

been reached. Cam phasing, spark angjection timing, injection pulse widthand ar-fuel

equivalence ratio are determined from 2D lookup tables as a fundtieet speed and torque

command Thereforethe engine can be simulated anywhe&rthin the tested envelopaot only

atthe specific test point®ote that the control parametetspend on the air flow rate but can be

correlated to torque by meeting the specified air flow f2sgta for each control parameteffit
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to variations of Gaussian Process Model (GPM) and Radial Basis Function (RBF) models using
ModelBased Calibrationd@ o | b .dFix riodels that best represented the dagaised to create
the control tables. Tables and fit information are provided in Appehdix

Depending on the operating condition, the Skyactiv engine has one anjeetion
events. Total fuel mass required to meet the specifiefligiratiois determinedat the start of
each cycle based on the trapped air mass of the previous cycle. Assuming the mass flow rate to
be equivalent for each injection event, mass flateis determined by dividing the total required

fuel massby the total injection pulse width.
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Figure 6.4: Controller subsystem inSimulink engine model

A feedback controllesets throttle angle in order to match the desired air mass flow rate,

which isrepresented asormalized air chargkeng In the Simulink model,engis defined as
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— ZI#air (61)

L=
9VNr

V4 is thetotal displaced volume is the engine speedir is the airmass flow rate, angkd is
the density of air ah standard temperature (298.15 K) and pressure (10132FEQ4)p.1) is
equivalent to the definition of volumetrifficiency when operating the enge ata standard
temperature and pressure. Because the relationship between throttle angle and air flow is highly
nonlinear and the plant model could be modified from simulation to simulation, implementing a
traditional nonlinear controller would be verlgatlenging and require additional simulations to
create the controller. Therefore, a logic based controtletbeemmplemented using Stateflow®.
The controllerinitially setsthe throttle angle at the measured value and increases or decreases
the throtte depending the sign of the load error. After waiting a specified period of time, the
throttle angle is increased or decreased again. If the error crosses zero, the throttle step size is
halved and switches directions. The process continues until the unmatep size is reached.
Simulation stops whethe cycle averaged torqueormalized air chargat the throttle,
andnormalized air chargat the ports remain relatively constant floreecycles.Air flow at the
throttle and ports are treated separatelyensurethe flow through the intake manifold has
reacheda steady state, which is especially important at low load. When all criteria have been
met, simulation stops after completing figdditionalcycles.This control logicis implemented

in a Statetbw® chart.

6.2.3 Plant Model
Two plant models were created for validation and parameter optimization: full engine
with 1D model for intake and exhau@tigure 6.5) and model with intake and exhaust flow

imported from full model simulan (Figure 6.6). All geometric parametersdischarge
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coefficients and valve liftsused to build the flow model were taken from a-Bdwer model
provided by the EPAValve flow information is provided in Appendi®. The EPA did not
provide intake swirl and tumble numbers. Based on the Skyactiv engine port getimetyer,

swirl was neglected. Tumble number as a function of valve lift and combustion tuning
coefficients were optimized to matdylinder pressureFlame surface areas were calculated

usinga CAD model of the combustion chamber.
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Figure 6.5: Full Simulink model for Skyactiv engine with throttle, intake manifold, cylinders, crank
dynamics, and exhaust system

Combustion and heat transfer models require flame surface area and burned volume
measurements. By modeling the flame as a sphere originating at the spark plug, flame geometry
varies with piston posibn x, and flame radius:. Lookup tables were generated using cylinder
CAD drawings provided by the EPA. The internal cylinder head and piston crown surfaces were
converted to the STL format, a triangular mesh representation of a 3D surface, and ingported t

Matlab. In Matlab, the gptoolbox was used to calculate volumes, intersect meshes, and surface
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areas[111]. The combustion chamber volume was generated in Matlab by moving the piston
surface relative to the cylinder head and intersecting a cylindbrtia@ two meshes. Cylinder

wall below the piston was removed, creating an enclosed volume at the given piston position.
Total piston, head, and cylinder wall surface areas and total volume could then be calculated. At
each flame radius, a sphere mesh waitlgin at the spark plug was generated and intersected
with the chamber volume. Sections of the sphere outside the combustion chamber were removed,
leaving burned and unburned volumes as showrrigure 6.7. Surface area and vaohe
information recorded at each piston position and flame radius were used to generate area and
volume tables. The calculated flame surface area and burned volume ratio are skayunein

6.8 andFigure6.9, respectively.
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Control
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Figure 6.6: Simplified Simulink model for Skyactiv engine with cylinder and crank dynamics only,
requiring port flow to be imported from full engine simulation
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Figure 6.7: Skyactiv engine combustion chamber and spherical flame displayed in Matlab
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Figure 6.8: Spherical flame surface area foiSkyactiv enginecombustion chamber
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Figure 6.9: Burned volume ratio Vu/Vcy for Skyactiv engine combustion chamber

6.3 Combustion Model Tuning

Combustion burn rate depends on the type of fuel, burned gas residuals, cylinder
geometry, and turbulence. Fuel and burned gas residuals contributions are represented by the
laminar flame speed correlation. The effect of cylinder geometry is captured by the flame surface
area and volume tables. A turbulence model requires tuning ugiegirental test data and/or
CFD simulation results. During the engine design phase, detailed CFD or experimental data from
a similar engine would be needed to determine turbulence parameters. Engine simulations can
significantly reduce engine testing fargne calibration: physically test an engine at a relatively
small number of operating points, tune a combustion model to match experimental data, and run
desktopbased engine calibrations. The process reduces engine dynamometer testing and
calibration time. As the complexity of internal combustion engines increase, the use of desktop

calibration becomes more beneficial.
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The combustion model tuning procedure matches measured cylinder pressure at a wide
range of operating pointSpreading test pointsaceos t he engi neds operati ng
to capture the engineb6s behavior. The number
depends primarily on the number of unknown parameters. Wishadtand tumble informatign
several parameters must betermined. Manual tuning can be very challenging even with a
small number of parametermgndoptimizatian is computationally expensiwehen considering a
large set of tuning parametefide presented tuning procedure estimates tumble and determines
combusion tuning parameters. Computation time for the optimization process can be reduced by

eliminating the flow model when calculating the cost function.

6.3.1 Optimization Parameters

As explained previously, intake swirl was neglected, leaving tumble as théoomlyof
mean cylinder charge motiolVithout tumble flow bench measurements, tumble number was
includedin the optimization, assuminghat tumble numbeNt variesonly with valve lift. In
Figure6.10, threeconstats, Nr,1, N2, andNr 3 were used to generagecubicsplinefor Nt as a
function of valve liff where valve diametdd, is used to normalizthe valve lift. SettingNr = 0
at Intake Valve Open(IVO), constants could be equally spaced along valve Vifth N3
defining Nt at the maximum lift. Tumble numbers were assumed to be between 0 aaddl

increase with valve lift, thus

12 NT,32 NT,22 NT,12 0 (6.2)

Because certain combination Mf 1, N2, andNt 3 can result in the cubic spline goingtside the

specified rangethe following constraint was applied once the spline was generated:
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OCN, ¢1 (6.3)

The tumble decay functio@x depends on the combustion chamber geometry and varies
with piston position.Grasreineret al represented tumble as a Tayereen vortex and
determineddx by conducting CFD simulations at different cylinder positiff§. As expected,

dx decreased ificrease shear torque) as the piston approaced TDC and was maximnzds -at

1 (minimal tumble decay). Based on the relationsGjpyas fit to the equation

_ C,l'C,s Xyl i
= ycyv2| By - +C, 4 (6.4)
XeyiToC ) !
B 4

whereCy ,1Cy 2, andCy , are fitting constants, anktyitoc is the cylinder height at TDC. As
shown inFigure 6.11, Eq. ©.4) fits a power function betwee@y ,,iminimum dx, andCy ,3

maximumyx. Cy ,, £y ,,ard Cy , were included in the optimization.

T.3

T2

T.1

0 0.05 0.1 0.15 0.2 0.25 0.3
LV/DV
Figure 6.10: Tumble number parameterization
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Figure 6.11: Tumble decay function(x parameters

The turbulence nitel has several tunable parameters. Starid@miodel parameterSi,
Ce, and C, were kept constantvalve lift turbulence constanCy, v awase included in the
optimization assuminghatthe integral length scale of the incoming flosvgroportional tand
does not exceed valve lifflhe injection integral length scalgn was optimized in order to
capture the effect of injection on overall combustiBecause premixed combustion requires
early fuel injection and fuel is a fraction of the total fldws has Ess effect thaiCy, v Onv e
turbulenceMore investigation is needed to adequately represent late injection (i.e diesel engine).
The burn rate model includes turbulent flame speed and eddy burn up time cthstant
Early combustion is tuned bZg4ev and initial flame kerneradius rio. Cqev modifies the time
required to transition from laminar to turbulent combustion based on the integral length scale.

The flame kernel created by the spark is on the order of 1 mm. Herweg and Maly olaserved
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kernel radius of approximatelyr@m at about 200 ps after spark onddt?]. CoefficientsCs and
Cb modify the burn rate throughout combustid®y has more effectiuring fully developed
turbulent combustion. The eddy burn time coeffici€athas an déct throughout combustion,
butimpactincreasesate in combustion.

Optimized parameters are summarized ale6.3 with minimum and maximum values.
Tumble number constantsr 1, N2, andNr 3 were subject tdhe constraint given in Eq.6(2).
Theinitial values and rangeselected for théumble decay coefficientSy , Cy ,,andC, , were
selected based on previously published re$@lty Constant<, Cp, andCgev Should be near 1.

Turbulence constants are summarizedable6.2.

Table 6.2: Constant turbulence parameters

Ca Ce Cu

1.44 1.92 0.09
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Table 6.3: Combustion model parameters andtonstraints

Initial Minimum Maximum

N1 0.1 0 1
Nt2 0.3 0 1
Nt3 0.5 0 1
Cy. 1 -100 -160 -60
Cy2 2 2 4
Cy,3 -5 -30 0

Ci 1 0.5 1.5
Cob 1 0.5 1.5
Cdev 1 0.5 1.5
Ifo 1 mm 0.5 mm 4 mm
Cvalve 1 0.3 1

[1inj 1 mm 10 mm 5 mm

6.3.2 FitnessFunction
The goal of parameter tuning is to determine fitting coefficients that provide the best

match between simulations and measurdmedn the case of the combustion model, parameters
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in Table6.3 mu s t be tuned to match measurseoderatng!| i nde
region. The optimization fitness functiodefines the error between the simulated an@hsured
cylinderpressuresTo match resultghe 24 representative operating poirgisown inFigure6.12

were simulatedor evaluationof a fitness functionEachof the operating points coincides with a
dynamometer test and waselected to cover the tested regi@iven the number of tuning
constants, educing the number of operatingipts can result in overfittinglncreasing the

number of points increaséme required to evaluate tifieness function.
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Figure 6.12: Fitness functionevaluation points
Cylinder pressure was represented by the net Indicated Mean Effective PridEiig (
and peak cylinder pressure for each cylindéach objectivefunction was defined as the
weighted Mean Squared Error (MSE) of the respective vallsP, relates to the torque

production, and by matching measured air flow anduel ratio, minimizingIMEP, error also
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minimizes thermal efficiency error. Matching peak cylinder pressure isrtant for predicting
knock, which is necessary for calibrating spark advance. Minimizing MSE reduces the absolute
error at the optimized operating conditions but can result in high relative error at low load.
Constructing a fitness function based on tleative error places emphasis on low load
conditions and will likely not provide acceptable results due to the relative error in the measured
air flow. Relative error in measured air flow can be significant neacatidition

The IMEP, and peak cylindepressure fitness functions were defined as

fIMEPn = MMSEMEPn (65)
f =W (MSEpeaIi + MSEpeaIQ + MSEpeala + MSEpeakl) (6 6)
and peak 2 4 1 .

where w1 and w> are thelMEP, and peak cylindepressure weights, respectivellyitness
functionsfivern andfpeakcan only be optimized using mutibjectiveoptimization techniques but

can be summed fasingle objective optimization:

ftotal = fIMEPn + fpeak. (67)

Cycleto-cycle variations were used teterminew: andw.. At each operating point, cylinder
pressure was measured for multiple cyckegerage IMEP, and peak cylinder presssravith
respectivestandard deviations were calculated from theasurementsMaximum IMEP;
standard deviatiomivern and maximum peak pressure standard devialigr were used to

defineweightswi andw: as

w, = (6.8)
" maX(S IMEPN )2
1
= 6.9
and W= e F. (6.9)
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The weights balance the sensitivitylMfEP, and peak cylinder pressure.

6.3.3 Optimization Procedure

The optimization problem includes several conflicting paraméertscan result in local
minima For exanmple, increasingCy, v dncreases the burn rate which can be counter acted by
decreasind:. Furthermore, one set of parameters mmayimize error at one operating pointtbu
increase the error at anothetaving numerous local minima in the search space elinsriage
use of gradientbased optimization techniques, even with msiért. Therefore, norgradient
based global optimization techniqgue must be employed. Pattern searitte gadetic algorithm
were considered.

Pattern searctechniques poll points around theri@nt position, and if one of the polled
points produces a better fitness value, the new point is selected and thegpefiisgzencreases
[113]. If polling does not result in a better fitness value, polling continues with a reduced step
size.Thepolling step size can frequently oscillate due to numerous local minima and has a slow
rate of convergence when optimizing a large numbgacimeter$l13]. Most polling methods
evaluate the fitness function two times the optimization dimensionngahn be topped if a
new minimum has been located or continue for a completepaling eachteration, polling is
independent. Thereforeach function evaluation can balculatedn parallel.

The @enetic algorithmbased optimization technique mimics natural evolution by
generating a population of possible solutions (parents) and promoting combinations of the
strongest candidates to the next generation (childid4). For eaclgenerationa fraction of the
c an di dends doptenization vables) are mutated in order to better explore the design
space. Attributes producing the best fithess are passgbé nexigeneration, until the maximum

number of generations have been reachethar sopping criteria have been mdie fitness of
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all the members of the current generation can be evalumtedarallel, allowing parallel
computing to be leveraged for large optimization problems.

The genetic algorithm can be adapted for muaffilective optimizationCombining two
objectives into a singldéitness function can mispotential solutions and require appropriate
weighs, which is difficult with conflicting fitness functions. Mutibjective optimization
provides a series of nattominatedsolutions A solutionx® is dominate over solutioxf? if both
of the following rules are m¢t15]:

1. xW results in a solution no worse the® for all objectives

2. xW results in a better solutichanx® in at least onelgjective
The set of nordominated solutions, called Pareiptimal solutios, produces Pareto frontier
with tradeoffs between objective functions. Once optimization has completed, the conflicting
behavior of the fithess functions can be obseraed a single solution can be chosen without
having to tradeff objectives priora optimization.

Based on preliminary optimizations, the genetic algorithm was chosen over pattern
search. Pattern search optimization converged slowly and frequently resulted in a worse solution.
The slow convergence resulted in more fitness functionuatiahs than required with the
genetic algorithndue tothe fitness function behavior and large search sfath single and
multi-objective genetic algorithm optimizatiswereemployed to tune the combustion model.

As with any global optimization teclque, the genetic algorithm requires a large number
of fitness function evaluations in order toneserge on the optimal solutioffo greatly reduce
optimizationtime, the full engine (1D flow and quadimensional combustiQnvas simulated
prior to optimiation and used to restart a cylingelly model during optimization.

Alternatively, Three Pressure Analysis (TPA), which requires cylind&ke port, and exhaust
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port pressures, could be used to reduce simulationkynsgmulating a reducethe flow malel
(e.g [108]). Howeverthe EPA did not providport pressures

As shown in theflowchart in Figure 6.13, the full enginemodel was simulated with
initial parameters listed ifable 6.3 at the finess functiorevaluationpoints shown inFigure
6.12. Intake flow, exhaust flow, fuel injection, and states during gas exchange were saved as a
function of crank angle and used to run the optimization model. The optimization ordgel
included four cylinders and crank dynamics. Optimization time could be further reduced by
simulating the model in Simulinkos fARapid Acc
a standalone executable that contains the solver and pidégl Once compiled, the standalone
executable can be simulated without running model initializakBoar a met er s must be
in order to change the value between simulations without recompiling. The crank angle based
data saved from the full engine silation was not tunable in the reduced modetuiringa
standalone execuite for each operating poinfll optimization constants irmable 6.3 were
tunable.For each fitness function evaluation, the executables returned cytiressure profiles
resulting from the current test valu¢SlEP, and peak pressures were then determined from the
last simulated cycle.

The restart rathod assumawnodifying the combustion parameters does not impact intake
and exhaust flowHowever, f optimization resultsin significantly differentpressure profiles
than theinitial full engine simulation the assumption may no longer be valRissimilar
pressuresit Exhaust Valve OperE{VO) canresult inresidual burned gas fractiamariationand
affed the transient intake mass flow rat@ minimized differences between the full and reduced
models, optimization was completed in two stegss shown inFigure 6.13. To bring the

combustion parameters closer to the final solytibe singleobjective fithess functioriotal,

152



defined inEq. 6.7), was optimized in thérst step.At the start of the second stdpe full engine
was simulated wh the current best parameters, anelrsults were used tagpdate the redude
model standalone executables. Objective functiawsn and fyeak (EQs. 6.5) and 6.6)) were
optimized in the second step usiniget multiobjective genetic algorithm. Mulbbjective
optimization was employed to ensure that weightsand w. produce a reasonable single

objective result and to obserlMEP, and peak pressure dependency.
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Figure 6.13 Flowchart for parameter optimization
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and maximum valueBsted in Table 6.3, all tuning constants were normalized and bounded.

Popdation size of 150 was used for both the single and ruldjective optimizations. The
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singleobjective optimization (first step) was terminated after 10 generatammgsthe mult
objective optimization (second step) was terminated after 20 generatioreading the number

of generations did not significantly improvee results.For eachgeneration, fithess functions
were evaluated in parallein a sixcore processor. Multiple processors could be leveraged to

decreasé¢heoptimization time.

6.3.4 Optimization Results

The full optimization procedure completed in approximatély hours on a sikore
desktopcomputer Fitness values for the mulbbjective optimization arplotted inFigure6.14
for each fitness function. As expectetie tIMER, error related closely to the peak cylinder
pressure. Because of the relationship, ftheg fithess function provided reasonable result and
could be used foa singleobjective optimization. Other Pareto optimal results sacrificed either
fimern O fpeak Without significant benefit over minimum fiota. Referring to Figure 6.14, the
optimization resulted in sparse fitness values along the Pareto front. Density could be improved
by including more generationsr increasing té population sizebut would not provide a
significantly better solutionBased on the trend iRigure 6.14, the multiobjective optimization

approachea narrow set of Pareto optimal solutions.
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Figure 6.14 Pareto optimal and suboptimal results from multi -objective optimization (not all
fitness values are shown in order to view Pareto optimal results)

Fitness valuesare summarized irifable 6.5 for initial parameters,minimum fiotal,
minimum fivepn, and minimumfyeak The singleobjective fitness functioffra yielded fitness
values near the minimum values found f@fern and fpeak and all improved over the initial
parametersWhen congiering IMER, or peak pressure erroosly, the sum of the fitness values
increased.Summarized inTable 6.4, the three optimal solutions yielded similaptimal
combustion parametergith some notable differences in tumble numéed decay coefficients.
The fiotar Optimal solutionrequiredhigher tumble numberg/hich was counteacted by lower
tumble decay coefficientand lower eddy burn up factoCy. For minimum fita, the tumble
number coefficients resulted in the spline @dtin Figure6.15, andfrom Eq.6.4, tumble decay

coefficients resulteth the tumble decay function plott@dFigure6.16.
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Table 6.4: Initial and optimized combustion model parameters for minimum IMER, error,
minimum peak cylinder pressure error, and minimum combined fitness function

Parameters Initial min(fiotal) min(fimern) min(fpeay)
NT.1 0.100 0.469 0.112 0.112
NT.2 0.300 0.626 0.330 0.356
N3 0.500 0.972 0.849 0.869
Cy. 1 -100 -143 -96.2 -103
Cy. 2 2 2.% 2.69 2.68
Cy.s -10 -133 -8.64 -9.15

Cs 1 0.794 0.800 0.800
Cb 1 1.34 1.44 1.43
Cdev 1 0.766 0.524 0.774

I'fo 1 mm 1.83 mm 1.83 mm 1.83 mm
Cialve 1 0.3&% 0.385 0.385
[1inj 5 mm 8.11 mm 8.12 mm 8.12 mm

156




Table 6.5: Fitness values for initial parameters, minimum IMER, error, minimum peak cylinder

pressure error, and minimum combined fitness function

Fitnessvalues Initial min(frotal) min(fimepn) min(fpeay)
ftotal 1.30 0.533 0.664 0.598
fimePn 0.758 0.232 0.226 0.301
fpeak 0.541 0.300 0.439 0.296
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Figure 6.15: Resulting tumble number cubic splinefor minimu m figta
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Figure 6.16: Resulting tumble decay functionfor minimum  fiota

At low load, simulation resulted in higher relative IMEEEtror but exhibited very little
variation between the thremptimal solutions as shown ifrigure 6.17. The initial parameters,
however, resulted significantly higher error at low lo@lde higher relative errdor the optimal
parametergan be attributed to higher air mass flow relative error, asbeaexpected for low
measured air mass flow ratd/hen IMEP, was above4 bar,the simulatedMEP, remained
within approximately7% of the measured valweith the optimized parameters and within 11%
with initial parametersThe differences between the thigptimal solutionsare more noticeable
when IMEP, is above8 bar.Comparing the variation between three solutions at high and low
IMEP,6 show thatoptimizing relative errowould potentiallyprovide very little improvement at

low loadand awith a signifcant increase in absolute error at high bad
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Figure 6.17: IMEP , error at optimization operating pointsfor minimum fivepn, fpeak and o fitness
functions and initial parameters

Peak cylindempresure errorsvere determinedby fitting measured peak presssigs a
function of speed and torque and looking up the measuredsuzsed on the simulategbeed
andtorgue As shownin Figure6.18, peak cylinder pressure remainpdmarily within 15% of
measured valuefor optimized solutionswhich is higher than theptimized IMEP, relative
error. The initial parameters resulted in noticeably higher error at middle and low loads. At high
loads, the minimunfivern parameters proaed similar results as the initial parametérbe
relative erromwith the optimized combustion parameteysacceptable considering the measured
cycleto-cycle variatios. For example, at 3000 rpm and 170 Nm, the averagasuredoeak
cylinder pressures 43 bar with a standard deviation of 5 bar for cylinde€dmparing errors for
each solutionin Figure 6.18, sensitivityto combustion parametecan also be observed in the

simulated errors.
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Figure 6.18: Peak cylinder pressure error averaged across cylindera optimization operating
points for minimum fivepn, fpeak and fioa fitnessfunctions and initial parameters

Based on the IMEPand peak cylinder pressure errorsHigure 6.17 and Figure 6.18,
minimum fital SOlUtion was selected and used for validation. The alternative solutigrigjum
fimern andfpear provided reasonable results when comparing errors, but minigwsirprovided
the best tradeoff. Based on timailti-objective optimizationfital Shouldbe sufficient for single
objective optimization in future worlAlthough the three compared solutions provided similar
results, fimepn Or fpeak Would not beapproprate for singleobjective optimization.However,

optimization could behave differently for other engines.

6.4 Validation
Using the optimized combustion parameters, the full engine model was simulated at the

experimentallytested operating pointé&t each operiang point, the throttle controller matched
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the measured normalized air charge and simulation stopped once steadyittate had been
reached. The resulting steastate IMER errois are plotted onFigure 6.19. SimulatedIMEP,
exhibited similar behaviors at the validation and optimization operating points (speed and torque
points included in fitness functionit low torque, simulation resulted in higher relative error.

For IMER\G above 6 barrelative error remained belod9b, with validation pointsot exceeding

errors at the optimization pointH. the optimizationoperatingpoints predominantly produced

lower erros thanthe validation points, the number of optimization points would need to be

increased.
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Figure 6.19: Air flow control led IMEP , error at validation and optimization operating points

Air mass flow rate also gives insight into simulation errors. By fitting measured air mass
flowrate as a functionf engine speednd torque, air mass flow rate errorghigure 6.20 were

determined at the simulated engine torques. Air mass flow rate remained predominantly within

161



5% of the measured data. Referring-tgure 6.21, the largest relative errors were found nidsar

idle condition The hi ghest relative error (& 20 %)
approximately 0.5 g/s, which is small considering the highest measured flow rate to be near 80
g/s. The grouping of errs near the lowest flow rates explains the higher IM&fror at low

load. Overall, the high relative error at low floatescan likely be attributed to measurement

error. At higher flow rates, thdMEP, errors relate more to thieurn ratemodeb s ati | ity

predict cylinder pressut@crossvide range of operating conditions.
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Figure 6.20: Air mass flow rate error (derived from measured air mass flow fit)at validation and
optimization operating points
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Figure 6.21: Percent air mass flow rate error at simulated engine speed and torque

The peak pressure erroshown inFigure 6.22 remained within 15%of the measured
valuesfor the magrity of the tested operatingpintsand had a maximum error o7%. With an
exception to a small number of outliers, simulation produced similar errors at the optimization
and validation points. Referring téigure 6.23, the largst relative erra were found around
2000 rpm and 130 Nm, which is reflected in the air figwgure 6.21) and IMER, error. As
noted in the optimization results, the relative error is acceptable when considering the measured
peakcylinder pressure cycim-cycle variation. Also note that the errors for each cylinder were
averaged Of the four cylindersCylinder 1 poduced a maximum percent erroir 30%. The
differences in peak pressure depemndseveral factors. Including all aytlers in the combustion

parameter tuning ensures that burn rate and f
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Figure 6.22: Peak cylinder pressure error averaged across cylinders atlidation and optimization
operating points
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Figure 6.23: Percent peak cylinder pressure error averaged across cylinders at simulated engine
speed and torque
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In Figure 6.24, amulated cylinetr pressures are compare to 10 measured cgtkbe
2000 rpm and 130 Nnoperating point, near the maximum relative peak cylinder pressure error.
Simulation produced a higher peak pressure than ath&fsured cyclefor cylinder 1 For the
remaining cylnders,however,the simulated peak pressure was closer to the mean Value.
noticeable difference can be observed betweemtmsuregressure profiles for each cylinder
while simulation resulted in nearly uniform profiles. Variation in trapped air enags$urbulence
can explain both the cycle-cycle and cylindeto-cylinder differences. The flow model would
requireadditionaltuning to better represent the variatibetween cylinders. A statistitsmsed

method would be needed to model cytdecycle \ariations.
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Figure 6.24: Measured (10 cycles) and simulated cylinder pressures at 2000 rpm and 130 Nm

Engine efficiency is fregency expresxlin terms ofBrake Specific Fuel Consumption

(BSFO, which is he ratio of fuel mass flow rate to mechanical poBased on a surface fit of
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the simulated BSFC, simulation resulted in a minimum BSFC ofg2&&V-h)) at2200rpm and
128 Nm, compared to a measured minimum BSFQ3#f g/(kwW-h)) at 2350 rpm and 125 Nm.
The simulated BSFCH{gure 6.26) followed similar trends as the measured d&igure 6.25).
For torques blow 50 Nm, friction and pumping losses begin to domitiaeavailable power,
increasing BSFC. Ahigh torque, ignition timing must be retarded below khaximum Brake
Torque(MBT) sparkto avoid knock which can be obseed in the measured peak pressiiee
Skyactiv engine also runs fuel rich at high loads and sp&egisréA.4) to reduce probability of
knock and control combustion temperatiRetarding spark and decreasing the relativeua
ratio causes an increase in BSFC which can be observiedth the measured and simulated
data.ComparingFigure6.25 andFigure 6.26, thesimulated BSFC error began to increase at the
highest speed and torque pairBased on the combustion model results, IMEPsensitive to
changes in the combustion model at high speeds and.l|dawide Open Throttle WOT)
performance ighe primary focus, weights could be included in the fitness fund¢tofavor
WOT conditions

From a calibrationstandpoint differences between simulated and measured cylinder
pressurecan be viewed as sparidvance errorFor example simulaton resulted in a IMER
error of 0.5 bar tathe 4500 rpm and 185 Nm operating poBy advancing sparlangleby 3
degrees, te measuredMEP, could be mewhile operating at the measurad flow rate.As
shown in Figure 6.27, the enginewas not operating neaMBT spark timingin order toavoid
knock makingIMEP, more sensitive to spark advande.general, IMER is less sensitive to
changes in spark angle near MBandas spark advance decreassmall changes in ignition
angle become more significa®ased on the results Figure6.27, shifting the IMEP, and peak

cylinder pressureurvesby 3 degrees ofspark advance would provide a @omatch tothe
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measured valige The effect if increasing spark advance by 3 degrees on cylinder pressure is

shown inFigure6.28.
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Figure 6.25. Measured BSFC ¢/(kW-h))
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Figure 6.26: Simulated BSFC(g/(kW-h))

Figure 6.27: IMEP ,, and peak pressureaveraged across cylindergs a function ofspark advanceat
4500 rpm and0.92 normalized air charge(185 Nm torque at measured spark advance)
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